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IC2EM 2018 Message from the Chairman

Message from the Chairman
The International Conference on Electronics, Energy and Measurement (IC2EM-2018), orga-
nized by the Laboratory of Instrumentation under the supervision of the University of Science
and Technology Houari Boumediene (USTHB), will be held at the National Library of Algeria,
Algiers on 27 and 29 November, 2018. This event follows previous workshops of the Laboratory
of Instrumentation series (JLINS) that held in 2007, 2010 and 2012 respectively.

This edition will aim to bring scientists and engineers from academia, research institutes
and industrial establishments to present and discuss the latest results in the field of electronics,
instrumentation and measurement, sensors and energy. Thus, IC2EM-2018 will aim to provide
answers to the concerns of the industry, innovative ideas and make a state of the art in new
technologies of Electronics, Energy and Measurement.

To meet this growing need to master new techniques of Electronics, Energy and Mea-
surement, more than hundred contributions were submitted to IC2EM-2018. The scientific
program committee has assumed the difficult task to select high quality papers for preparing a
balanced program covering research topics of the conference. In addition to the regular meetings
that include the accepted papers, three plenary sessions are proposed by experts of established
reputation.

In my capacity as the Chairman of the IC2EM-2018, I wish to address my gratitude to
all researchers who kindly answer the call for papers, to all those who have contributed to the
preparation of these days, and especially the Editor, the members of the Steering Committee
and to the members of the Scientific Committee. Also, many thanks to the DGRSDT, USTHB,
Sonelgaz (Company of Electricity and Gaz ), BNA (National Library of Algeria) and SLC for
sponsoring the conference.

The main topics of the Conference concern Electronic systems, Energy systems, Instru-
mentations, Measurement, Telecommunications and applications in various sectors. We hope
that the Conference meet the expectations and stimulate the interest of researchers in various
laboratories. I wish to express my great pleasure to welcome our guests in the Conference.

Algiers: November 24, 2018 Prof. Abdelaziz TALHA
Chairman of IC2EM-2018
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IC2EM 2018 Preface

Preface

Preface of the Editor
This volume contains the papers presented at the International Conference on Electronics,

Energy and Measurement (IC2EM-2018) held on November 27-29, 2018 in Algiers. There were
more than hundred submissions. Each submission was reviewed by at least 2 program committee
members working principally in the field, and on the average 2.7 program committee members.
The steering committee decided to accept 72 papers of high scientific quality and only 54
papers have been pesented at the conference and published in this proceedings. The program
also includes 3 invited talks.

The past decade has been marked by the emergence of smart technologies in most disciplines.
It is due to the increasing demand for new systems and methods of explorations in many
aspects of research and engineering from the design of electronic equipment and instruments to
complex systems in energy production, biomedical, transport, etc. Smart and intelligent sensors,
mobile phones, antennas, computer peripherals, industrial monitoring systems, production of
renewable energy, are typical examples of the advanced technology of Electronics, Energy and
Measurement.

Many thanks for EasyChair that help in the realization of this volume for the diffusion of
science through the web by providing an open access online publication service for conference
proceedings. It is a very high level automate that manage the whole conference with an intel-
ligence workflow from submitting papers to the preparation of the proceeding through several
smart procedures for the review process. My sincerest acknowledgement is also given to Sci-
encesconf of CNRS (France) for there helpful in hosting the website of the conference and the
possibilities to upload many files.

All my gratitude to all members of the scientific program committee from different countries
that assumed a difficult task of reviewing papers and decide on where the acceptance or rejection
of the assigned papers. In the end, high quality papers covering research topics of the conference
have been selected for this edition of the proceeding.

Algiers: March 19, 2019 Prof. Mokhtar ATTARI
Editor of IC2EM-2018
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ABSTRACT 

This article describes a new cascaded 
single stage distributed amplifier design 
method, based on the Chebyshev polynomial 
approximation of the amplifier transducer 
gain. This method gives an improvement of 
6dB in gain and allows having more compact 
amplifier by eliminating two elements, 
compared with the conventional cascaded 
single stage distributed amplifier with a 
single field effect transistor. 

Key Words: distributed amplifiers, 
bandwidth, Chebyshev polynomial, cascaded 
single stage, gain, ripple ratio. 
 

 
1. INTRODUCTION 

The distributed amplifier, consisting of a 
number of cascaded stages (CSSDA), was 
proposed by J.Y. Liang and C.S. Aitchison [1] 
(Fig. 1). It is a circuit containing n amplifiers 
with field effect transistors MESFET (Fig.2), 
linked to each other, according to the cascade 
topology, by artificial transmission lines, 
named for this reason inter-stage lines. Each 
of these inter-stage lines is constituted by two 
inductances 𝐿  and 𝐿 2 ⁄ and the two 
capacitors gate-source 𝐶   and drain-source 
𝐶   of the transistor (Fig. 2), in addition to 
another capacitor C connected in parallel to 
𝐶 . The first transistor capacitance 𝐶  and 
two inductances L/2 form the input line 
connecting the generator to the CSSDA first 
stage, while the capacitance 𝐶 , added to 
capacitance C, constitute with two other 
inductances L/2  the output line coupling the 
CSSDA last stage to the load. 

All these artificial lines are, therefore, 
made up of k-constant cells which transmit 
the signal from DC to the cut-off frequency. 
This cut-off frequency and the characteristic 
impedances are depending on the 
capacitances and inductances [2]. 

The inter-stage lines and the two input and 
output lines are terminated respectively by 
their characteristic impedance 𝑍  and 𝑍 . 
So, these lines are matched and the voltage 
wave propagated there is a progressive wave. 
Therefore, the voltage along the lines 
remains constant even when the frequency 
varies from DC to the line cutoff frequency. 
Thus, by applying to the transistor input, this 
constant voltage 𝑉  will give, via the 
transistor, a drain-source output current 𝐼  
that is also constant, as it is proportional to 
this voltage 𝐼 𝑔 𝑉  (𝑔  : the transistor 
transconductance) (Fig.2). This will result in 
an available power gain invariable from DC 
to the cut-off frequency, which gives the 
CSSDA a low pass character. 

Thus, the signal will be amplified, and 
increases by increasing the number of stages. 
This number is limited by a maximum value, 
which essentially depends on the joule losses 
due to the transistor gate-source and the 
drain-source resistors (𝑅  and 𝑅  
respectively), not shown in figure 2. We 
propose another CSSDA that we call 
Mismatched Cascaded Single Stage 
Distributed Amplifier (MCSSDA) (Fig. 3), the 
novelty of this amplifier lies in the fact that 
the MCSSDA input lines is open. Thus, the 
first transistor voltage 𝑉  be doubled. This 
new structure will provide us with a 6 dB gain 
improvement in low frequency. But, it can 
generate a variable gain when the frequency 
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changes, and a bandwidth which may be 
relatively narrower, because of the input line 
mismatch. To these two disadvantages, we 
propose a solution which will be detailed 
later. 
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Fig. 1: The CSSDA amplifier. 

 
 
Thus, the signal will be amplified, and 

increases by increasing the number of stages. 
This number is limited by a maximum value, 
which essentially depends on the joule losses 
due to the transistor gate-source and the 
drain-source resistors (𝑅  and 𝑅  
respectively ), not shown in figure 2. We 
propose another CSSDA that we call 
Mismatched Cascaded Single Stage 
Distributed Amplifier (MCSSDA) (Fig. 3), the 
novelty of this amplifier lies in the fact that 
the MCSSDA input lines is open. Thus, the 
first transistor voltage 𝑉  be doubled. This 
new structure will provide us with a 6 dB gain 
improvement in low frequency. But, it can 
generate a variable gain when the frequency 
changes, and a bandwidth which may be 
relatively narrower, because of the input line 
mismatch. To these two disadvantages, we 
propose a solution which will be detailed 
later. 

CgsVgs Cds VdsgmVgs

 
Fig. 2: The simplified unilateral 

MESFET. 
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Fig. 3: The MCSSDA amplifier  

 
 

2. CIRCUIT PRINCIPLE 

For n stages CSSDA amplifier, the 
transducer power gain, in low frequency, is 
given by [1]: 

 

𝐺
𝑍 𝑍 𝑔

4
                                  1  

 
To calculate the MCSSDA transducer 

power gain, we must analyse its equivalent 
circuit given in Fig. 4, where the MESFET 
transistor is represented by the simple 
unilateral model (Fig. 2). 

𝐶   (i ∈ [1, n]) is the transistor grid-source 
capacitance, and 𝐶  (i ∈ [1, n-1]) is the drain-
source capacitance to witch we added a shunt 
capacitance C such that 𝐶 𝐶 𝐶 𝐶  
to have identical inter-stage lines. These lines 
will therefore have the same characteristic 
impedance 𝑍  . 
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Fig. 4: Equivalent circuit of the 

MCSSDA 
 

The MCSSDA transducer gain 𝐺  
calculation gives:  

2 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 

𝐺                                                                                                        

𝑍 𝑔 𝑍

1 4𝑥 𝛼 𝑥 1 𝑥
                   2  

 
Or 
 

𝑔
𝐺

𝑍 𝑔 𝑍
        

1
1 4𝑥 𝛼 𝑥 1 𝑥

                    3  

 
 

Where 𝑥   is the normalized pulsation 
(frequency) with respect to the cutoff 
frequency of the first stage grid line; 𝜔

, 𝛼 2 ,  with 𝑍  the 

characteristic impedance, at relatively low 
frequencies, of the k-constant circuits 
constituting the input grid line. 𝑥  is the 
normalized pulsation (frequency) with 
respect to the cutoff frequency of the 
interstage lines, 𝜔 . 

At the dc signal, the CSSDA power 

transducer gain is  , and that of 
the MCSSDA is 𝑍 𝑔 𝑍 ; This shows an 
improvement of  6dB in the MCSSDA  gain 
compared to the CSSDA. 

However, since the amplifier input is 
mismatched, the input line will be traversed 
by stationary waves, which generates ripples 
on the MCSSDA gain curve when the 
frequency varies. 

The question is how to keep the gain 
𝑔  constant over the entire frequency 
band? The answer is: if the denominator of 
relation (3) can be approximated by 
polynomials providing low ripple. 

As 1 𝑥  is almost a constant term 
over the frequency range of the amplifier, the 
approximation will be made only on the term 

1 4𝑥 𝛼 𝑥  of the equation (3). 
Expanding the denominator, the 

normalized gain of equation (3) can be 
rewritten as: 

𝑔                                                                                                      
1

1 𝐴 𝑥 𝐴 𝑥 1 𝑥
                    4  

 
Where  

𝐴 𝛼 8 
𝐴 16 

The denominator of equation (4) is written 
like 𝐷 1 𝑄 𝑥 , an approximation by a 
polynomial of degree 4 which is the most 
appropriate.  

To achieve the Chebyshef polynomial 
approximation, first the denominator of 
𝑔  is written under the form of  

  

𝐷 1 𝜀 1 𝜀 1
𝑄 𝑥

𝜀
                 5  

 

Where 𝜀   represents the ripple 
ratio, and then the approximation is carried 
out by using Chebyshef polynomial 𝑇 𝑥  of 
the terms between brackets of the 
denominator D in the following manner: 

 

1 𝜀 1
𝑄 𝑥

𝜀
1 𝜀 𝑇 𝑥             6  

 
 The adopted form of equation (6) resulted 

from the fact that the frequency response of 
the MCSSDA amplifier is a low pass type. 

Consequently  
 

𝑇 𝑥 1
𝑄 𝑥

𝜀
                                      7  

 
Since 𝑄 𝑥  is of degree 4, 𝑇 𝑥  must be 

of degree 2 and 𝑇 𝑥  of degree 4: 
The approximation of (7) by the Chebyshev 

polynomial [3] result in the following: 
In [4], the approximation by the 

Chebyshev polynomial was tested efficiently, 
and as the MCSSDA has the same input as 
[4], the calculations was made in the same 
manner, and resulted in the following: 

 
𝛼 2.38  𝑎𝑛𝑑  𝜀 0.37                               (8) 
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With the values of (8) and by taking 𝑍
50Ω, the design parameters as a function of 
the gate capacitance 𝐶  may be deduced as: 

 
𝐿 1764𝐶                                          (9) 

 
The results given by equations (8) and (9) 

are general and thus they can be applied to 
any field effect transistor.  So it is sufficient 
only to know the value 𝐶 , of the used 
transistor parameter, to proceed to the design 
of the amplifier. 
 
3. DESIGN AND SIMULATION 

To validate our method, we must naturally 
confront the results obtained with those given 
by the simulation software. Moreover, 
through this confrontation, we must 
highlight the improvement of the gain that 
the MCSSDA offers compared to the CSSDA. 
To accomplish this, the two amplifiers 
CSSDA and MCSSDA will be designed using 
a MESFET transistor having 
𝐶 0.17𝑝𝐹, 𝐶 0.006𝑝𝐹 𝑎𝑛𝑑 𝑔 0.32𝑚𝑆  
as parameters. 

Concerning the CSSDA, in order to have 
characteristic impedance of the drain and 
gate lines 𝑍 𝑍 50Ω, a shunt 
capacitance must be added to the drain 
capacitances of each transistor such that 𝐶
𝐶 𝐶 = 0.164pF. The inductances to be 
added are calculated using the formula 𝑍

𝐿
𝐶    so we find L = 425pH. For the 

MCSSDA, the inter-stage lines have an 
impedance of 50 Ω, so the capacities and the 
inductances to be added have the same values 
as those of the CSSDA. 

It is only the input that must be 
approximated by the Chebyshev polynomial. 
After calculation, we find inductors 𝐿
300𝑝𝐻.  

The characteristic impedances, of the 
CSSDA artificial lines and the MCSSDA 
inter-stage lines, are frequency-dependent.  

The gains simulation results of the two 
amplifiers CSSDA and MCSSDA are 
represented by the fig. 5. This figure shows 
that the MCSSDA offers an improvement of 6 
dB in the gain value compared to that of the 
CSSDA for the same bandwidth. 

In addition to the advantage of having an 
increase of 6 dB in gain, we also have the 
advantage of maintaining a wide bandwidth 
despite the mismatch of the input line. The 
latter advantage comes from the idea of 
imposing, by a suitable polynomial 
approximation (Chebyshev) to the gain 
𝑔 ), a flat response until the cut-off 
frequency of the input and output lines. 

 
Fig. 5: The gain of four stage CSSDA 

and MCSSDA amplifiers. 
 

4. CONCLUSION 

The advantage of the proposed amplifier is 
the gain improvement of 6 dB compared to that 
of the CSSDA amplifier using the field effect 
transistor. Although the input line is 
mismatched, the bandwidth of the MCSSDA 
remains equal to that of the CSSDA whose lines 
are adapted. In addition, the MCSSDA uses less 
input components, one resistor and one inductor 
are eliminated. In addition, the gain of the 
proposed amplifier can be controlled by the 
inter-stage lines impedance. 
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ABSTRACT 

Hydrogen production is an interesting 
alternative of storing energy were the 
electrolyzers are the essential part of these 
systems. Electrolyzers  produce  hydrogen  
by separating  the molecule  of water  into  
oxygen  (O2)  and  hydrogen (H2), the 
hydrogen will be used in fuel cells to produce 
electrical energy. Electrolyzers use rectifiers 
to convert the grid AC voltage into DC 
voltage for supplying the electrolyzer cells. 
Usually these rectifiers are based on diodes 
and/or thyristors that absorb a non-
sinusoidal current, requiring the use of a 
filtering means to prevent power quality 
problems and ensure installation protection, 
which increases the overall cost of the 
system. Several ways of filtering have been 
proposed in the literature. This paper aims 
to use “Vienna rectifier” as an interface to 
connect electrolyzers to the AC grid, who is a 
non-regenerative converter that produces 
sinusoidal currents with low losses due to 
the reduced number of active switches. The 
dc voltage applied to the electrolyzer is 
regulated by using another DC-DC 
converter, which is selected to be a buck 
converter for simplicity and maximum 
efficiency. In this paper a mathematical 
model for an advanced alkaline electrolyzer 
has been developed, which is based on a 
combination of fundamental 
thermodynamics, heat transfer theory, and 
empirical electrochemical relationships. The 
operating principle of the rectifier is given to 
illustrate the method of power factor 
correction. Simulation results are given to 
show the validity of the proposed procedures. 

 

Key Words: Alkaline electrolyzer, Fuel cell, 
Hydrogen production, Hydrogen storage, 
Vienna rectifier. 

 
1. NOMENCLATURE 

 
EL Electrolyzer 
FC Fuel Cell 
AC Alternative Current 
DC Direct Current 
THD Taut Harmonic Distortion 
PLL Phase Looked Loop 
PI Proportional Integral 

 
2. INTRODUCTION 

Over the last decades, the depletion of 
fossil fuels and       global climate change 
have driven the researchers and industrial 
to find other alternatives in order to produce 
electricity efficiently and cleanly[1]. There 
are various ways to produce renewable 
energy and store that in a remote location. 
Battery banks can be a solution of energy 
storage, but they have medium energy 
density, self-discharge and leakage 
characteristics [2]-[3]. They are also not 
suitable for long-term energy storage. 
Hydrogen has the property of high mass 
energy density which can be stored for long 
period without energy loss. This makes 
hydrogen suitable for energy storage. 
Moreover, hydrogen is best suited where the 
conventional fossil fuel is expensive [3]. 
Hydrogen is often referred to as the energy 
carrier of the future as it can be used to 
store intermittent renewable energy. 
Hydrogen can be produced from electrical 
power and water by using an electrolyzer 
who is a device that converts electricity into 
chemical energy to produces hydrogen 
through the process of electrolysis [4]. Fuel 
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cells can be used to return the energy to the 
grid or to an electric vehicle with no 
emissions, high efficiency and fast response. 
Fuel cells also have the capability to supply 
electricity for unlimited time as long as the 
required amount of hydrogen is present in 
the deposit. The electrolyzer requires the use 
of the rectifier in order to obtain a DC 
voltage at its terminals. Vienna rectifier has 
come to eliminate any problem of 
electromagnetic interference emission (EMI) 
and it is one of the most popular topologies 
for three-phase power factor correction due 
to its good performance and relatively low 
costs [5]-[6]. 

 

 
Figure.1: Overall representation of the 

proposed system. 
 
 

This manuscript proposes using the 
Vienna rectifier as an interface to connect 
electrolyzers to the AC grid. Since the 
voltage applied to the electrolyzer is smaller 
than the DC-bus voltage, a DC-DC buck 
converter is required between the DC-bus 
and the electrolyzer to regulate the power 
transmitted to the electrolyzer. This work 
begins by giving a global modelling of 
alkaline electrolyzers based on the different 
laws of thermodynamics, and then Figure. 1 
illustrates the proposed electrolysis system 
based on the Vienna rectifier which absorbs 
sinusoidal phase currents in phase with the 
voltage i.e. (unit power factor). Simulation 
results are given to show the validity of the 
designed model and the proposed 
procedures. 

 
3. ALKALINE ELECTROLYZER 

The process of electrolysis of water was 
first performed on May 2, 1800 by two 
British chemists. It breaks down a molecule 
of water into a molecule of hydrogen and 

half a molecule of oxygen. By using electrical 
and thermal energy in order to satisfy the 
energetic demand of the reaction and to 
guarantee its continuation [7]. A DC current 
is required to split the water molecule into 
hydrogen and oxygen. This current should 
flow between two electrodes (Anode and 
Cathode) separated by the electrolyte [3]-[8]. 

 

 
Figure.2:  Internal structure of an 

alkaline electrolyzer. 
 

The general reaction of electrolysis is 
defined by: 

 

2 ( ) 2 ( )2 ( liquid )
1
2gas gasenerg H OH yO  

          (1) 
 
3.1. Technology 

 
The electrolyte used in the conventional 

alkaline water electrolyzers has traditionally 
been aqueous potassium hydroxide (KOH). 
Commercial electrolyzers have several 
elementary cells, which can be placed in 
different ways (in series “bipolar” or in 
parallel “unipolar”) as long as the internal 
configuration of a cell is unchanged [8]-[7]. 
One advantage of the bipolar electrolyzer 
stacks is that they are more compact than 
unipolar systems. The advantage of the 
compactness of the bipolar cell design is that 
it gives shorter current paths in the 
electrical wires and electrodes. This reduces 
the losses due to internal Ohmic resistance 
of the electrolyte, and therefore increases 
the electrolyzer efficiency. 
3.2. Electrochemical Model 

The kinetic properties around the 
electrodes in an electrolyzer cell can be 
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modeled based on empirical data of different 
proposed I-V curves. The basic relationship 
between current and cell voltage in a given 
temperature is: [8] 

 

log( 1)rev
I IV E r s t
A A

   
                     

(2) 

Where I is the current required for the 
electrolysis, A is the area of electrodes, r is 
the parameter related to Ohmic resistance of 
the electrolyte, s and t are the over voltage 
coefficients on electrodes and Erev is the 
reversible voltage. 

The total change in enthalpy for splitting 
water is the enthalpy difference between the 
products (H2 and O2) and the reactants 
(H2O). The same applies for the total change 
in entropy.  
 

22

2

2

2 2
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0.5
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                        (3) 
 

The changes in enthalpy and entropy 
induce changes in Gibb’s energy and 
consequently in the Erev. The change in 
Gibbs energy is expressed by: 
 

G H T S                                (4) 
 

At standard conditions (25°C and 1 bar) 
the splitting of water is a non-spontaneous 
reaction, which means that the change in 
Gibbs energy is positive. The standard Gibbs 
energy for water splitting is ΔG°=237 
kJ.mol−1. For an electrochemical process 
operating at constant pressure and 
temperature the maximum possible useful 
work (i.e., the reversible work) is equal to 
the change in Gibbs energy ΔG. Faraday’s 
law relates the electrical energy (emf) 
needed to split water to the chemical 
conversion rate in molar quantities. The emf 
for a reversible electrochemical process, or 
the reversible cell voltage, is expressed by: 
[8] 

r e v
GE

z F



                                                  (5) 

Where z is the number of electrons 
transferred in each reaction, here it is 2, and 
F is the Faraday constant(F= 96485C.mol−1). 
Reversible voltage is the minimum voltage 
required for starting the water electrolysis. 

In this study the value of reversible voltage 
is 1.228V per cell [5].  

In order to relate the Ohmic resistance 
parameter r and over voltage coefficient t, 
the equation (2) can be modified in more 
detailed way as: [9] 
 

2
1 2 31 2 / /log( 1)rev
t t T t Tr r TV E I s I

A A
 

   
   (6) 

Where T is the electrolyte temperature. 
 
3.3. Hydrogen Production  

The Faraday efficiency is defined as the 
ratio between the actual and theoretical 
maximum amount of hydrogen produced in 
the electrolyzer. It will be shown later that 
one of the parameters that control the 
hydrogen production is current, so another 
name of Faraday efficiency is current 
efficiency. It can be noted that parasitic 
current increases with the decrement of 
current density and the increment of 
temperature resulting the reduction of 
Faraday efficiency [8]-[6]-[5].This 
phenomenon can be expressed as: 

2

22

1

*F

I
A f

If
A



 
 
 

   
                                         

(7) 

Where f1 and f2 are the parameters 
related to Faraday efficiency. 

 According to Faraday’s law, the 
production rate of hydrogen in an 
electrolyzer cell is directly proportional to 
the transfer rate of electrons at the 
electrodes, which in turn is equivalent to the 
electrical current in the external circuit [9]. 
Hence, the total hydrogen production rate in 
an electrolyzer, which consists of several 
cells connected in series, can be expressed 
as: 

2

c
H F

n In
z F


                                              (8) 

Where nc is the number of electrolyzer 
cells per stack. 

 
The total amount of energy needed in 

water electrolysis is equivalent to the change 
in enthalpy ΔH. The standard enthalpy for 
splitting water is ΔH°= 286 kJ.mol-1. The 
total energy demand ΔH is related to the 
thermoneutral cell voltage by the expression: 
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                                                     (9) 

The energy efficiency can be calculated 
from the thermoneutral voltage and the cell 
voltage by the expression: 

tn
e

V
V

 
                                                     

(10) 

3.4. Simulation Results  

The parameters used in this simulation 
are taken from [9]. Using equation (6), we 
can trace the current-voltage characteristic 
of an electrolysis cell shown in Figure. 3, 
which shows that, when the temperature 
increases, the electrical energy necessary to 
provide the starting point for the reaction of 
electrolysis is less. 

 
Figure.3:  Typical (I-V) curves for an 
electrolyzer cell at high and low 

temperatures. 
 

Equation (8) is plotted in Figure. 4, where 
proportionality is observed between the 
production of hydrogen and the current 
flowing through the electrolysis cell. 
 

 
Figure.4: Hydrogen production. 

 
To show that this production depends on 

Faraday efficiency, Fig. 5 shows that the 
Faraday efficiency is not equal to the unit, 

i.e. the existence of other chemical reactions 
parasitic with the electrolysis of water. 

 
Figure.5: Faraday efficiency. 

 
4. VIENNA RECTIFIER 

Rectifiers are needed in electrolyzer 
systems to transform the grid AC voltage to 
DC voltage. The output voltage of the fuel 
cell array varies significantly with the 
hydrogen supply rate and the pressure. 
Therefore, a DC-DC converter is also 
required to control the electrolyzer 
system[6]. 

The  Vienna  Rectifier  is  an  
advantageous  unidirectional PFC (power 
factor correction) rectifier with  less  number  
of  active  power  switches,  sinusoidal  input  
current, and balanced output DC-link 
voltage, low voltage  stress  across  switches, 
high  switching  operation  and  high  
efficiency[10]. It  consists  of  3-switches  and  
18-diodes  with  DC-link  capacitor  at  the  
output. The current flow in the circuit  
depends  on  the switching  pattern. As 
shown in Figure. 6a and 6b. For S1=0 
(Switch-OFF) current flows through the 
diodes from phase to neutral when IA is 
positive and current flows through the 
diodes from neutral to phase when IA is 
negative. Similarly, for S1=1 (switch-ON) 
current flows through the  switch  S1  from  
phase  to  neutral  when  IA is positive and 
current flows the switch S1  from neutral to 
phase when IA is  negative  as  shown  in  
Figure. 6c  and 6d.  In this way, circuit 
operation can be expressed for switch S2 and 
S3 i.e. for all three phase voltage and current 
equations[10]-[11]-[12]. 

VAN  ,VBN  and  VCN  are  the  terminal  
voltages which  can  be written as the 
function of current and state of the switch. 
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Figure.6: Current Circuit for S1=0 (a & 

b) and S1=1 (c & d).  
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                       (11) 
Where K is A,B and C, ‘sgn’  is  the  

signum  function  of  iA,B,C. 
The power factor correction (PFC) control 

is to force the phase current in the 
inductances to follow a sinusoidal reference. 
The current will then be in the form of 
sawtooth with a sinusoidal carrier. However 
this form is obtained under a condition on 
the DC bus expressed in the following 
equation:[11] 

     ,max ,min0, /3 0, /3
3 6 2.12 4.24C DC B LL DC LLV V V V V V

 
 p p p p

 
(12) 

Where VLL is the effective voltage 
between phases. 

5. CONTROL OF THE ASSOCIATED 
POWER ELECTRONICS 

The proposed system and its control 
process are given in Figure. 7. 

As already described above, the main 
objective of such system is to produce a 
precise amount of hydrogen while absorbing 
a sinusoidal current in phase with the 
voltage, i.e. (unit power factor).For this, the 
voltage of the DC bus is regulated by using a 
PI regulator which provides reference 
amplitude of the current which will be 
multiplied by a sinusoidal reference which 
plays the role of a PLL. 
 

 
Figure.7: Proposed system.  

The products will be compared with the 
three phase currents to get to a switching 
table by disrupting the sign of the currents. 

The production of hydrogen is controlled 
by a step-down DC-DC converter, the 
quantity of hydrogen desired as reference 
will be multiplied by a factor (equation (8)) 
in order to obtain a reference current which 
will be imposed in the inductor by using a 
hysteresis corrector. 

6. SIMULATION RESULTS  
Simulations were conducted in order to 

verify the performance of the system shown 
in Figure. 7 along with its control strategy.  
In this simulation the goal is to impose two 
hydrogen reference values and to see the 
behaviour of the system with respect to this 
variation. In the first stage the production is 
two moles until the moment 0.6 second 
where it becomes 3 moles, as shown in 
Figure. 8. The result shows the performance 
of the hydrogen production operative mode 
when the hydrogen production reference 
signal is changed from 2 to 3 moles. As seen 
in Figure.8 the controller tracks hydrogen 
production reference signal in a fast and 
stable manner. 

 
Figure.8: Controlled hydrogen 

production.  
 

Figure. 9 shows the current flowing in the 
electrolyzer or it has the same pace as the 
production of hydrogen, which proves the 
perfect proportionality between the two 
parameters. 

 
In Figure. 10 the three phase currents are 

traced, or they are sinusoidal which 
validates the control technique designed. 
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Figure.9: Current flowing in the 

electrolyzer.  

 
Figure.10: Three phase currents. 

 
Figure. 11 shows the phase A current and 

voltage waveform  when a step change from 
2 to 3 moles in the hydrogen production 
reference signal is applied, the current 
waveform changes accordingly while 
remaining in phase with the ac voltage 
(unity power factor). 
  

 

Figure.11: Phase A, voltage and 
current. 

 

7. CONCLUSION  

In this paper, the proposed system is an 
electrolyzer using Vienna rectifier controlled 
in “power factor control”. Vienna rectifier 
circuit minimizes the switching power losses 
and cost of the conversion unit.  It also 
reduces the THD, input current shaping to 
sinusoidal, maintains the power factor 
approximately unity. A mathematical model 
for an advanced alkaline electrolyzer has 
been developed based on a combination 
fundamental thermodynamics. Simulation 
results corroborate the proper functioning of 
the proposed new application using the 
Vienna rectifier for the electrolyzer system.  
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A novel switched series/parallel inverter with
asymmetrical sources configuration

M. S. Benmerabet, A. Talha, and E. M. Berkouk,

Abstract—Switches Series/parallel Sources (SSPS) in-
verter is a multilevel inverter that was presented in 2009. It
was used with a symmetrical sources configuration. It can
place the voltage sources in either series or parallel thanks
to it unique topology.
In this paper, Our aim is to increase the number of levels
by reducing the redundancies and to reduce the conduc-
tion losses thanks to the existing of parallel paths in the
SSPS topology. Therefore, a new modified version of the
SSPS inverter is presented compatible with asymmetrical
sources configuration. An analysis based on simulations
and experimental results of a single phase 31-level inverter
are presented.

Index Terms—Asymmetrical source configuration, Multi-
level inverters, Switched capacitor, Switched series/parallel
inverter.

I. INTRODUCTION

MULTILEVEL inverters are the center of interest of
many researchers and industries for the higher output

quality in comparison with the conventional PWM inverter
that generate high harmonic distortion, especially for the
medium and high voltage applications. This interest focuses
very often on reducing the overall switching device count,
control simplicity and the usage flexibility of the different
topologies [1].
As such, Hinago and Koizumi proposed in their 2009 paper
a new multilevel inverter topology, based on two parts: a
DC/DC converter that allows the rearrangement of the different
voltage sources into series or parallel, and a DC/AC converter
that generates the full waveform [2]. The new topology
called Switched Series/Parallel Sources (SSPS) required the
same number of voltage sources as the cascaded H-bridges
inverter (CHB). However, it requires a reduced number of
power switches and grante greater flexibility for the suggested
application, which was for electrical vehicles [1]. However,
many multilevel inverter topologies present redundancies, as
shown in [3]; using asymmetrical source configurations can
reduce the redundancies allowing the inverter to reach a higher
number of voltage levels without increasing the number of
switches. Even though the proposed topology in [2] can use
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Author is also with the Laboratory of Instrumentation, USTHB,
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of control and process, ENP, El Harach, Algiers.
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Fig. 1. SSPS topology as presented in [2].

asymmetric power supplies, it was not studied or mentioned
in the literature.
When using asymmetrical sources configuration, parallel state
in the SSPS inverter become impractical. However, the avail-
ability of parallel paths might reduce the conduction losses.
In this paper, we propose a modified SSPS inverter, with
asymmetric power supplies. and verify it feasibility.
In section II, the proposed topology is described and the mod-
ifications for the asymmetrical configuration are introduced.
In section III, a case study is presented to prove the induced
improvement. In section IV, a comparison with other known
topologies is presented. Simulation and experimental results
are presented in section IV.

II. DESCRIPTION OF THE PROPOSED TOPOLOGIES

The original SSPS converter is presented in Fig 1. This
converter is made of two parts, a number of DC/DC basic
units, and a DC/AC converter (H-bridge). The DC/DC basic
unit is the level generating part, while the H-bridge allows the
voltage inversion and the zero generation part.

A. Basic unit
Fig 2(a) shows the SSPS basic unit. Two states were used

in [2], either parallel or series. If Sx1 and Sx3 are closed
13 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 
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Fig. 2. (a) Ideal basic unit (b) Unidirectional asymmetrical basic unit with
U2 larger than U1.

TABLE I
VOLTAGE STRESS ON EACH SWITCH IN THE DIFFERENT STEPS

UAB USx1
USx2

USx3

U1 0 2U1 −U1

U2 U1 U1 0
U1 + U2 2U1 0 U1

U1 and U2 are placed in parallel. if Sx2 is the one closed
they will be in series. The drawback is when U1 and U2 have
different voltages, where a short circuit could occur. To use this
inverter with different sources with different voltages. Sx1 and
Sx3 should never be closed in the same time. Fig 2(b) shows
the proposed basic unit for asymmetrical source configuration,
with U1 voltage being smaller that U2. Where the output
voltage can be calculated using the following expression :

UAB = ¬Sx2¬Sx3U1 + Sx2¬Sx3(U1 + U2) + ¬Sx2Sx3U2

(1)

B. Proposed modification over SSPS
Hinago and Koizumi presented a cascaded basic units, while

a nested basic units arrangement is proposed in this paper. This
modification is proposed to take advantage of the parallel path
in the basic units. Thus, the number of switches the current
needs to go through to reach the H-bridge is reduced. However,
it will increase the voltage stress on those switches, but might
reduce the losses related to the involved switches.
Fig 3 shows the nested SSPS general schematic. Fig 4 shows

a 31-level single phase inverter proposition. This topology
uses binary asymmetrical configuration, where each source
voltage magnitude is twice the one below, and thus the voltage
magnitude of the different sources is:

Uj = (2j−1)U1. (2)

With j being the number of the voltage source and is always
lager than the number of basic units by one.
The inverter output voltage is equal to :

Uinv = (T1T4 − T2T3)UDC (3)
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S23

T 

T!

T"

T#
S3

S2

S1

Basic unit 0

Basic unit 1

Basic unit 2

Basic unit 11

Basic unit 12

Basic unit 21

Basic unit 22

Fig. 3. New arrangement proposition of basic units.

TABLE II
CALCULATION OF THE DIFFERENT PARAMETERS OF THE TWO

PROPOSED TOPOLOGY COMPARED WITH THE SYMMETRICAL ONE

Symmetrical asymmetrical

Number of steps 2k + 3 2k+2 − 1

Number of switches 3k + 4 2k + 4

Number of diodes 0 2k

Number of sources k + 1 k + 1

Maximum voltage (k + 1)U1 (2k+1 − 1)U1

Number of variety 1 k

Using equation 1, the mathematical model can be deduced as
follow:

UDC = ¬S2¬S3UBU1 + S2¬S3(UBU1 + UBU2)

+¬S2S3UBU2 (4)

UBU1 = ¬S12¬S13U1 + S12¬S13(U1 + U2)

+¬S12S13U2 (5)

UBU2 = ¬S22¬S23U3 + S22¬S23(U3 + U4)

+¬S22S23U4 (6)

Table II shows the different parameters of the proposed
topology in comparison with the original SSPS inverter, with
k being the number of basic units.
The general switch states to generate the desired levels is
shown in table. III. Note that S11, S1, S21, are nonexistent in
the proposed basic unit and are replaced with diodes, so they
should be regarded as the state of the diodes D11, D1 and
D21 respectively.

III. NEW ARRANGEMENT IMPROVEMENT

The nested basic unit SSPS inverter is very flexible and
the same number of basic units leads to many possible
configurations with different possible truth tables. Thus, a case

2
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TABLE III
SWITCH STATES FOR THE GENERATION OF DESIRED LEVELS FOR THE

TWO PROPOSED TOPOLOGIES

UDC(U1) On-state switches

1 S11, S1

2 S13, S1

3 S12, S1

4 S3, S21

5 S11, S2, S21

6 S13, S2, S21

7 S12, S2, S21

8 S3, S23

9 S11, S2, S23

10 S13, S2, S23

11 S12, S2, S23

12 S3, S22

13 S11, S2, S22

14 S13, S2, S22

15 S12, S2, S22

study was chosen to ascertain the reduction in the number of
power electronic components in the current path. Table IV
shows the truth table of the proposed and the original SSPS
topologies with 3 basic unit each(see fig 5). the total number
of on-switches is shown in the rightmost column of the table.
This result is also illustrated in fig 6. With the number of
power electronic components in the current path have been
reduced, the conduction losses are expected to be reduced as
well.

IV. COMPARISON OF THE PROPOSED TOPOLOGIES WITH
OTHERS

The proposed configuration is first compared with the
original symmetrical SSPS topology, then with the switched
capacitor [4] and other widely used multilevel inverters, such
as Cascaded H-Bridges (CHB) [5], Neutral Point Clamped
multilevel inverter (NPC) [6], and flying capacitor inverter
(FC) [7]. Table. V shows the number of levels obtained for
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Fig. 5. Compared topologies (a) Original disposition (b) Proposed
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Fig. 6. Number of on-switches in DC/DC side for each voltage step.

each inverter type using nearly similar numbers of switches.
It is evident that the proposed topology and configuration is
advantageous.
The proposed inverter has an asymmetrical configuration.
To make the comparison fairer, similar recently proposed

3
15 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



TABLE IV
COMPARISON OF THE TRUTH TABLE OF THE TWO TOPOLOGIES

Original topology arrangement

UDC(U1) S32 S33 S31 S22 S23 S21 S12 S13 S11
Total
on-switches

1 0 0 1 0 0 1 0 0 1 3
2 0 0 1 0 0 1 0 1 0 3
3 0 0 1 0 0 1 1 0 0 3
4 0 0 1 0 1 0 0 1 0 3
5 0 0 1 1 0 0 0 0 1 3
6 0 0 1 1 0 0 0 1 0 3
7 0 0 1 1 0 0 1 0 0 3
8 0 1 0 0 1 0 0 1 0 3
9 1 0 0 0 0 1 0 0 1 3
10 1 0 0 0 0 1 0 1 0 3
11 1 0 0 0 0 1 1 0 0 3
12 1 0 0 0 1 0 0 1 0 3
13 1 0 0 1 0 0 0 0 1 3
14 1 0 0 1 0 0 0 1 0 3
15 1 0 0 1 0 0 1 0 0 3

Total
on/off

1 2 1 3 6 3 7 14 7

New topology arrangement

1 0 0 0 0 0 1 0 0 1 2
2 0 0 0 0 0 1 0 1 0 2
3 0 0 0 0 0 1 1 0 0 2
4 0 0 1 0 1 0 0 0 0 2
5 0 0 1 1 0 0 0 0 1 3
6 0 0 1 1 0 0 0 1 0 3
7 0 0 1 1 0 0 1 0 0 3
8 0 1 0 0 1 0 0 0 0 2
9 0 1 0 1 0 0 0 0 1 3
10 0 1 0 1 0 0 0 1 0 3
11 0 1 0 1 0 0 1 0 0 3
12 1 0 0 0 1 0 0 0 0 2
13 1 0 0 1 0 0 0 0 1 3
14 1 0 0 1 0 0 0 1 0 3
15 1 0 0 1 0 0 1 0 0 3

Total
on/off

1 2 2 5 6 1 7 8 7

TABLE V
COMPARISON OF THE FIRST PROPOSED TOPOLOGY WITH SOME

SYMMETRICAL INVERTERS

# of switches # of sources # of diodes # of capacitors # of levels

proposed topology 10 4 6 0 31
SSPS 10 3 0 0 7
SPSC 10 1 0 2 7
CHB 12 3 0 0 7
NPC 12 1 10 6 7
FC 12 1 0 7 7

topologies are included; the proposed topologie is compared
with the two hybrid switched capacitor inverter (HSCI) pre-
sented in [8], the multilevel inverter with reduced number of
power electronic components (MIRC) [9], and the cascaded
multilevel inverter using binary units (CMIBU) [10].
Fig 7 shows the required number of MOSFETs or IGBTs to
generate N steps; it is clear that the proposed configuration
needs fewer switches than the others.
Fig 8 shows the required number of independent DC voltage
sources. the proposed topology clearly require more sources.
The required number of gate drivers was also calculated and
compared; the proposed topology still requires fewer drivers
than the others as shown in fig 9.
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Fig. 7. Comparison of the required number of switches (MOSFETs or
IGBTs) to generate N steps.
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generate N steps.
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V. SIMULATION AND EXPERIMENTAL RESULTS

A simulation was done to evaluate the performance of the
proposed topology, using Matlab/simulink SimPowerSystem
library for a single phase 31-level inverter(Fig 4).
Fig 10 shows the control command signals used and the
output voltage of each basic unit. Those control signals were
generated using table 3 and a staircase modulation of a

4
16 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



S
13

S
12

S
23

S
22

S
3

S
2

0

10

20

U
B

U
1

 (
V

)

0

50

U
B

U
2

 (
V

)

0.02 0.022 0.024 0.026 0.028 0.03

time (s)

0

50

U
D

C
 (

V
)

Fig. 10. Level generation command and output signals.

sinusoidal waveform with a frequency equal to 50Hz.
The proposition’s results are shown for the applied control
signals in fig 10. Where S12 and S13 are used to generate
UBU1. While U1 and U2 being respectively equal to 5V and
10V . S22 and S23 are used to generate UBU2. While U3 and
U4 being respectively equal to 20V and 40V . S2 and S3 are
used for UDC , using UBU1 and UBU2 as voltage sources.
UDC shows an almost perfect positive half wave voltage

signal, minus the zero-crossing that is generated using the
H-bridge instead. The results also clearly shows that the
commutation frequency for both propositions is not high, so
using slow switches is possible, hence reducing the overall
cost of the inverter.
Fig 11 shows the simulation full output voltage and current
wave past the H-bridge with its transition waveform when
changing the source voltage and when changing the load.
From zero to 0.02s the source voltage rises gradually until it
reach it final value. Because of the nonadaptive control used
in our application the output voltage change proportionally
with the change of the source voltage. Then, at 0.04s, the
load impedence was changed, it can be seen that it doesn’t
disturb the inverter results greatly. Using the simulation, a
Fast Fourier Transform (FFT) analysis was performed. Fig 12
shows the FFT spectra of the output voltages of the proposed
topology. The proposed topology display low Total Harmonic
Distortion (THD) levels: less than 2.99% without using pulse
width modulation (PWM) control. Another interesting fact is
that no harmonic order magnitude is higher than 1.2% of the
fundamental frequency; meaning that a small and cheap filter
might be enough to completely remove most harmonics.
Experimental prototypes have also been implemented. A
photograph of the experimental setup is shown in fig 13.
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Fig. 11. transition waveform of the output current and voltage while
changing the source voltage and changing the load
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Fig. 12. FFT Spectra of the simulated output voltage of the proposed
inverter.

An IRFP260N was used for N-Channel MOSFETs while
IRFP9240 was used for the P-Channel MOSFETs. Both
have an integrated reverse diode. The other used diodes are
MBR40250G. The driving circuits used are TLP250 which
have an integrated optocoupler.
To generate the command signals, a C2000 Delphino F28377S
LaunchPad development kit by Texas Instruments was used.
Note that the used diode and the microcontroller are not
mandatory, as there is no need for a Schottky power diode
for such a low-frequency switching application such as the one
presented in this paper. The microcontroller characteristics are
also higher than required. Those choices were made because
of availability and for future perspectives.
The voltage magnitudes were 5, 10, 20 and 40V. The tests
have been done on a resistive load of 100Ω.

The experimental results as captured by the oscilloscope
are shown in fig 14 where the output voltage of the different
basic units UBU1, UBU2 and UDC of the 31-level inverter can
be seen. The final output waveform is shown in fig 15. The

5
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1

Fig. 13. A photograph of the experimental setup.

Fig. 14. Output voltages of the 31-level basic unit converters

Fig. 15. Output voltages of the 31-level inverter

voltage caliber is set at 20V/div for all signals and the time
caliber at 2.5ms/div in fig 14 and 5ms/div in fig 15. It is
clear that the experimental results are similar to the simulation,
so similar THD analysis results’ are expected.
Unfortunately, This setup cannot be used for inductive loads,
because of the diode placed in the basic units. So using an

inductive load doesn’t produce the desired results. Removing
all the diodes and replacing them with switches is necessary
to adapt the inverter to inductive loads.

VI. CONCLUSION

In this paper, A novel SSPS inverter with asymmetrical
sources configuration is presented. The topology reduce the
number of power electronic components in the current path
as shown in section III. A comparison of three different
parameters of the proposed topology with other recently pro-
posed topologies was done and shows good results. The major
drawback of the proposed topology is that it’s only suitable
for active power feeding since its a unidirectional inverter.
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ABSTRACT 

In this paper, a new array structure based on 

double complementary split ring resonator 

(CSRR) is proposed for crack detection in 

industrial ceramic (aluminum oxide). The 

performance of this sensor is explored using 

ANSYS HFSS simulator. The sensor is first 

tested when unloaded, then coupled to a flawless 

ceramic plate. The performance of the CSRR 

array is verified by varying the geometrical 

dimensions of the crack and also its position. The 

resonant frequency of the structure was found to 

be sensitive to small cracks of different lengths, 

depths and locations where width can reach 

0.1mm. This implies that the designed sensor 

can detect cracks of different dimensions in any 

area of the ceramic material. The effectiveness of 

the sensor is being illustrated in this analysis. 

Simulated results show the feasibility of 

detecting cracks using the proposed design. 

 

Key Words: Ceramic inspection, Crack 

detection, CSRR, Microwaves, Non-destructive 

test, radiation structure, Resonator. 

I.  INTRODUCTION 

Recently, Microwaves have been broadly used in 

non-destructive inspection and material 

characterization in many fields; industry, 

medicine, aerospace, food industry…etc. They are 

essential for detecting anomalies and 

investigating physically the inaccessible objects 

without affecting those objects ‘ability to fulfill  

 

 

 

 

 

their intended functions that might otherwise  

cause troubling events. The microwave Non-

destructive testing technique uses several 

technologies to determine material properties or 

to indicate the presence of material 

discontinuities. The common ones can be 

summarized into two main categories with their 

own particular advantages, disadvantages and 

applications: the first category includes 

Rectangular waveguides, coaxial probes and horn 

antennas. The limitation of this technology is the 

higher frequency range (>=80GHz) required in 

order to get good sensitivity, which will make the 

system too expensive. While the second 

technology uses Microstrip structures like Split 

ring resonators, complementary split ring 

resonator, patch antenna…etc. due to its small 

structure, this model works in small frequency 

ranges. But in order to provide good results the 

quality factor of this technology must be 

enhanced. 

    

A Typical example of a material that is receiving 

extensive attention in recent years and which 

requires very sensitive nondestructive testing 

techniques is ceramic. For instance,  

ceramic is used more and more to make part of 

internal combustion or gas turbine engine 

regarding its excellent properties. Yet its poor 

resistance to crack propagation and lack of stress 

accommodation due to the absence of plastic 

deformation makes it very sensitive to crack 
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initiating defects that cannot be identified or 

evaluated by common visual observation. 

Therefore, industrial fabrication of ceramic 

components requires reliable, flexible and easily 

implemented NDT (Non-Destructive Test) like 

microwaves. This paper first proposes a new 

array structure based on CSRR antenna for 

crack detection in ceramic based-on materials. 

Then, some results and discussions on the 

design, showing that this structure presents a 

better sensitivity to cracks and splits with a 

smaller frequency, are presented. Finally, a 

conclusion comparing this design and the 

ordinary CSRR and SRR is given. 

II.  DESIGN & STRUCTURE 

CSRR are small structures having sub-

wavelength resonant frequency. These structure 

exhibits resonant behavior due to the internal 

inductance and capacitance present in it[1]. They 

are achieved by etching out SRR structures from 

the ground plane of the microstrip line. When a 

CSRR is coupled with another material, the 

resonant frequency of the system will be shifted 

according to the material’s characteristics. 

Regarding this property, a CSRR can be used as 

a crack detector; any changes in the material 

characteristics will cause a shift in resonance 

frequency. 

In this work, the proposed structure for crack 

detection is shown in Fig. 1. It is mainly 

composed of an fr4 substrate with the 

dimensions of a=40mm, b=20mm, c=0.75mm, a  

microstrip line having w =1.65mm of copper for 

sensor    excitation as illustrated in Fig.2.(a). 

Fig.1.Designed structure for crack detection 

 

The Bottom side consists of a 9 CSRRs array 

etched on the ground plan. Each CSRR in this  

array is composed of two square shaped 

complementary split ring resonators with r= 

3mm, g= 0.2mm, s=0,2mm,as shown in Fig.2.(b), 

acting as the sensing element of our crack 

detection structure. 

Fig.2.structure dimension (a). structure dimensions 

(Top view), (b).  the CSRR cell. 

III.  RESULTS AND DISCUSSION 

In order to analyze the performance of the 

designed sensor, a set of tests has been 

conducted using ANSYS HFSS simulator. The 

first one consists of testing the sensor without 

being coupled to any material. The resonant 

frequency of the transmission coefficient (S21) 

was found to be 8.685 GHz, as shown in Fig. 

3.(a). Then, the same sensing structure was 

tested with a perfect, 3mm thick, Al2O3ceramic 

plate. The introduction of this layer caused a 

significant shift of the original resonant 

frequency  (5.832GHz). Fig. 3.(b) represents the 

results of this 2nd simulation. 

Fig.3. Transmission Coefficient (a). Unloaded 

sensor, (b). Sensor loaded with perfect Ceramic 

 

Once the designed structure was tested with a 

flawless ceramic layer, a serie of tests was  
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realized on the same layer by introducing a 

narrow rectangular split of 0.3mm width to 

simulate the material cracks in real life. In these 

tests, several cases have been considered, where 

crack length (l), depth (h) and crack position 

were varied to analyze the performance ofthe 

CSRR array. The idea behind these simulations 

was to test the sensitivity of the designed sensor 

to cracks of various dimensions and positions. 

 

  During the selected tests the cracks parameters 

were varied keeping one of them constant at one 

time for reference as will be discussed below. 

 

In this work we have selected (i) a crack with a 

constant depth of 1.5mm, and varied the length 

of the crack from 1mm to 2mm, then to 3mm in a 

single position. (ii) A crack with a fixed length of 

1mm and various depths measuring 1.5 mm and 

2 mm in a fixed position. (iii) A crack with a fixed 

length and depth considering different positions. 

 

i. Effect of crack length 

In this case an analysis is done by varying the 

length of crack. The sensitivity of sensor towards 

cracks of different lengths can be observed here. 

As a sensor is passed over a defected ceramic 

plate, a variation in the resonant frequency is 

observed when crack length of 1mm is considered 

on the tested surface. When crack length is 

increased from 1mm to 2 mm then to 3mm, the 

resonant frequency was shifted further, as shown 

in Fig.4. This variation shows that the sensor is 

able to detect cracks of different lengths.  
 

 
Fig.4. Transmission Coefficient with different crack 

length 
 
ii. Effect of crack depth 

Here we test the performance of the sensor by 

passing it over a defected ceramic plate having 

crack depth of 1mm. the resonant frequency 

experienced a downward shift. Similarly, for the 

same crack parameters, while changing the crack 

depth from 1mm to1.5mm then to 3mm, a shift 

in resonance frequency towards lower range is 

noticed as illustrated in Fig. 5.  

 
Fig. 5.Transmission Coefficient with different crack 

depth 

 

iii. Effect of crack position 

In this part the performance of sensor is being 

tested by considering different positions of the 

same crack. For checking the effectiveness of the 

sensor three positions are considered, as shown 

in Fig. 6. The corresponding results illustrating 

the resonant frequency shift are shown in Fig. 7. 

In this figure, it can be seen that the location of 

the crack in the material under test affects the 

resonant frequency of the sensor and can cause 

shifts when changed. 

 
Fig. 6. Test of the structure with different cracks 

locations 
 

 
Fig. 7. Transmission Coefficient with different 

crack locations 
 

Therefore, the obtained results depict that the 

CSRR based sensor structure can detect cracks of 

different dimensions with shifts in the resonant 

frequency. Those shifts result from a disturbance 
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in the distribution of the electromagnetic field 

around the resonator caused by the small cracks. 

.  

IV.  CONCLUSION 

In this work, a nine cells CSRR array has been 

proposed for crack detection. The radiating 

structure of the designed system basically 

operates on a frequency range of 5GHz to 

8.5GHz. The performance of the sensor was 

tested and analyzed by varying the geometric 

dimensions and positions of cracks. It was 

verified that the proposed design is proficient 

enough to detect cracks of different depths, 

lengths and locations by analyzing the shift of 

the resonant frequency of the resonator in 

comparison to perfect sample. Unlike single and 

doubleCSRR, the proposed array structure 

provides a better and wide range of sensitivity to 

internal cracks due to the good quality factor of 

the equivalent resonator and the wider tested 

material’s surface it covers. These advantages 

plus the small operating range frequency make 

this sensor a better and a cheaper candidate for 

non-destructive inspection in industry. 
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ABSTRACT 

New robust algorithm of Maximum Power 

Point Tracking (MPPT) for an extraction 

system solar energy by photovoltaic effect is 

tackled in this paper. Indeed, the algorithms 

available today, suffer from non-robustness 

against climate change as well as system 

settings. This requires a deep study of the 

simulation of a robust controller system. 

Therefore, it is proposed, the Interconnection 

and Damping Assignment Passivity Based 

Control (IDA-PBC) application for maximum 

power point tracking (MPPT), which shows 

its efficiency and robustness compared to 

other methods (such as Incremental 

Conduction), as fast and the decrease 

against climate perturbations and variations 

of system parameters.  

Key Words:Interconnection and Damping 

Assignment Passivity-Based Control (IDA-

PBC), Maximum Power Point Tracking 

(MPPT), Solar power system, Robust 

controller system. 

 

1. INTRODUCTION 

Solar power is taking hold since the 

photovoltaic modules have become very 

available and acceptable performance. In 

parallel, the technology of high-power 

semiconductor components has changed 

markedly by the introduction of highly 

efficient power components from the point of 

view, efficiency, reliability and cost. One of 

the most important characteristic of 

photovoltaic modules is that the maximum 

power available is supplied only to a unique 

point of operation, called maximum power 

point (MPP), located by a known voltage and 

current [1]-[3]. 

Furthermore, the position of this point 

MPP is not fixed but moves according 

irradiance and temperature of the solar cell 

module as well as instant use [4]. Despite 

the relatively expensive cost of this kind of 

energy, it is required to extract at any time 

maximum power possible of available 

photovoltaic modules. This requires a 

tracking mechanism (tracking) called 

maximum power point tracking (MPPT) so 

that maximum power is generated 

continuously [1]-[3]. 

Different methods are used for maximum 

power point tracking. Currently, 

Incremental Conduction, Perturb and 

Observe and Ripple Correlation Control are 

the most frequently discussed and analysed 

MPPT algorithms in literature [1],[5]. All 

these maximum power point tracking 

algorithms are rather slow to respond to the 

fast-changing weather conditions. 

Furthermore, most of them can not 

accurately detect the maximum power point 

[6]. 

This paper develop advanced and 

innovative method combining between both 

techniques (classical and a non-linear 

command algorithm IDA-PBC) aimed 

continuing the maximum power point and 

improved responses with classical algorithm 

INC already developed, regardless of the 

change in climatic conditions (sunshine, 

temperature, etc.) even in the worst cases. 

Interconnection and Damping Assignment 

Passivity–Based Control (IDA-PBC) is a 

technique that regulates the behavior of 

nonlinear systems assigning a desired (Port–
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Controlled Hamiltonian) structure to the 

closed–loop [7]. 

The simulation results showed that the 

MPPT technique based on passivity (IDA-

PBC) present good results and that this 

controller is powerful and very robust.  

This paper is organized as follow, the PV 

power system and characteristics are 

discussed in section 2. Section 3 presents the 

design of the INC MPPT controller. Section 4 

presents the Passivity-based control 

principle. Section 5 presents the design of 

the proposed IDA-PBC MPPT controller. In 

section 6, the simulations and result 

analysis are demonstrated. Also, the 

comparison analysis between the proposed 

controller and incremental condition 

algorithm are provided in this section. In 

Section 7, we conclude with final remarks. 

 

2. PHOTOVOLTAIC ARRAY MODEL 

The model chosen is the "single-

exponential" and the characteristic of the 

selected model is described by the expression 

(1) where phI , sI  parameters are function to 

illumination, the temperature and their 

respective reference values ( 0phI , 0sI  at 

1kW/m2, 25°C). This model is known as a 

single diode because the electrical equivalent 

circuit diagram of the solar cell comprises a 

single diode as shown in the figure below 

(Fig. 1). 

Rs

RpI ph

I d I  Rp

V

I

 
 

Figure.1: Diagram electrical equivalent of a solar 

cell (One exponential model). 

Where, the current-voltage characteristic 

is described by the following expression: 
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I : Current produced by the PV cell; 

V : Voltage delivered by the PV cell; 

phI : Photo generated current; 

sI : the diode saturation current; 

sR : serial Resistance; 

pR : Shunt Resistance; 

q :  the electron charge 1.602 .10- 19C; 

K : Boltzmann’s constant 1.381 .10- 23 J / K; 

A : the diode Quality factor, valued between 

1 and 2; 

T : the ambient temperature of the cell in ° 

K. 

The equation for the current-voltage 

characteristic (I-V) of a photovoltaic 

generator of PS NN   cells can be written as 

follows
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3. MAXIMUM POWER POINT 

TRACKING PRINCIPLE (MPPT) 

3.1.Principle 

The analytical definition of the optimum 

of a function is the point through which its 

derivative with respect to a given variable is 

zero. All algorithms for calculating the 

maximum power point consulted are based 

on this principle. 

This kind of control is often called 

"Maximum Power Point Search" or 

"Maximum Power Point Tracking" (MPPT). 

The adapter can be achieved using a DC-DC 

converter so that the power supplied by the 

photovoltaic generator corresponds to the 

maximum power (Pmax) that generates and it 

can then be transferred directly to load. 

Fig. 2 shows a basic chain of elementary 

solar conversion associated with an MPPT 

control. To simplify the operating conditions 

of this command, a DC load is chosen 

friendly. 

 

 

Figure.2: Schematic diagram of the MPPT 

converter. 
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3.2.Incremental Conductance (INC) 

Algorithm 

In the presented mathematical model of 

solar power plants maximum power point 

tracking is performed according to INC 

algorithm [8]. This algorithm is selected 

because of its simplicity and the ability to 

detect and track maximum power point 

keeping the operation point of solar power 

plants at it [6]. 

In this algorithm, calculating the 

derivative of the panel output power; this 

derivative is zero at maximum power point, 

positive and negative to the left to right 

point MPP [9]-[11]. 
 

4.PASSIVITY-BASED CONTROL OF 

PORT CONTROLLED HAMILTONIAN 

SYSTEM 

4.1. Port controlled Hamiltonian (PCH) 

System 

The Hamiltonian systems modeling 

formalism controlled port allows the 

representation of a physical system 

dynamics as an energy exchange network 

[12], [13].  

A Hamiltonian controlled system (PCH) 

port on n  is defined by an  xJ anti-

symmetric structure matrix of dimension (n 

× n),  xR  size Diagonal (n × n), a 

Hamiltonian function   nxH : , a matrix 

of dimension entries (n × m) and the 

following dynamic equations: 

        

   


















x
x
Hxgy

uxgx
x
HxRxJx

T

.
                 (3) 

where nx   State vector of energy 

variables.  

  nxH :  Represents the total energy 

stored. 
my,u   The (input-output) ports 

variables powers. 

u and y are linear variables, their product is 

a dual power exchanged with the system 

environment, eg currents and voltages in 

electrical circuits. 

 

4.2. Interconnection and Damping 

Assignment Passivity Based Control 

(IDA-PBC) 

The central idea of IDA-PBC is to assign 

to the closed-loop a desired energy function 

via the modification of the interconnection 

and dissipation matrices [14]. The desired 

target dynamics is a Hamiltonian system of 

the form:   

   x
x

H
xRxJx d

dd



 )()(                   (4) 

where: 

     xHxHxH ad                       (5) 

   xKx
x

Ha 



                       (6) 

dJ and dR , are the new 

interconnectionmatrix and dissipation 

matrix respectively.  xHd is the total storage 

function with a minimum when
*xx  .The 

problem how to get the control law is 

transformed into the search for the functions

 xJd ,  xRd  and vector function  xK
satisfying the PDE(Partial Derivative 

Equation): 

    uxg
x
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And such that: 

-The structure preservation: 
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-Integrability:  xK is the gradient of a 

scalar function. 
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-The equilibrium assignment: when
*xx  ,

)x(K  to verify in (10): 

   ** x
x
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                 (10) 

-Lyapunov Stability: 

The Jacobian  xK , at *x satisfies the 

relationship: 

   ** x
x
H x

x
K

2

2









             (11) 

Substituting  xJ d ,  xRd ,  xK and  xHa  

into (7), the control can be obtained by 

solving the PED: 
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5. PASSIVITY-BASED CONTROLLER 

DESIGN 

5.1.Interconnection and Damping 

Assignment Controller (IDA-PBC) for 

Boost Converter 

In this section, we will implement the 

control law synthesis method based on the 

passivity of DC-DC boost converter (Fig. 3).  

The converter status equations are: 
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Figure.3:Schematic Boost Converter 

We can then write, according to the state 

variables, the energy stored in a capacitor Cv
: 

2

2
1

cC q
C

v                   (14) 

And the magnetic energy of an inductance

T :  

2

2
1

LL
T                        (15) 

The Hamiltonian, which represents the 

total energy of under LC circuit without 

losses, is then simply: 

2
c

2
L q

2C
1Φ

2L
1H         (16) 

Is the state vector: where 1x  is the 

magnetic flux through the inductor, 2x is  the 

electric charge in the capacitor. 
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The Hamiltonian of the system can be 

written as: 

Qxx
2
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with: 
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Thus deriving the Hamiltonian with 

respect to the state vector, we get: 
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This leads to model state: 
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This model can be written in the 

simplified form: 

  Exg
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where we have the matrices: 
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ad RRR  with: 
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The balance points to the desired voltage 

capacitor items are indicated by

 Tddd xxx 21 . 
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So the desired total energy:  
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This leads to we get the system of 

equations:  
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By solving the system of (25) with 1K and 

2K are unknown which gives : 
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we have: 
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we find : 
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The two variables are separated: 
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The both terms of equality is integrated: 
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Defining LrCra /)(1 0 , The controller 

will be: 
 xcxu 12 1)(            (32) 

where 1c is constant calculated by the 

equation:   
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result: 
)/()1(1 dd CVuc                          (34) 

This gives a non-linear IDA-PBC control 

law of the form: 
)/)(1(1 22 dd xxuu            (35) 

The proposed nonlinear controller ensures 

the stability and fast response of the system 

during large disturbances in load and DC-

bus voltage [15]. 

5.2. Design of MPPT Controller Based 

on Passivity 

The control objective is to maximize the 

power extracted from a solar generating 

system, In order to combine the MPPT with 

passivity based control reasonably, 

considering the operating power point of PV 

array can be controlled by adjusting of the 

inverter (Boost) output voltage to tracking a 

desired dV by using the IDA-PBC controller 

design of eq. (35) where the INC algorithm 

provides the reference voltage dV  for 

developed the desired  power output . 

with : 

MPPTd V
u

V



1

1
                      (36) 

In summary the block diagram of 

Passivity-based control for maximum power 

extraction of photovoltaic system in shown 

in Fig. 4. 

DC/DC BOOST

MPPT
INC

u

Li

E CV

chi

)/( 2mwG

GTEGTE 0r

IDA-PBC
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PV
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Figure.4:Overall control loop for PV system 

6. SIMULATION RESULTS AND 

DISCUSSION 

6.1. Robustness Study of INC and IDA-

PBC Applied for PV System 

To validate the algorithm operation INC 

MPPT and IDA-PBC MPPT, the PVG is 

performed by introducing variations on the 

different intervening variables on the 

operational MPPT. Furthermore, ranks for 

some variables in t = 2.5s, is introduced. 

a) Irradiance Change 

Assume an increasing in the illumination 

from 850 to 1000W/m2 to time t = 2.5s. The 

results of the simulation are shown in Fig. 5. 
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Figure.5:Answers INC MPPT algorithms and 

IDA-PBC MPPT for a variation of irradiance 

with a constant temperature and constant load 

b) Temperature Variation 

Assuming a rise in temperature from 

25°C to 40°C at time t = 2.5s, the simulation 

results are shown in Fig. 6. 

 

 

 

 

 

Figure.6:Outcomes INC MPPT algorithms and 

IDA-PBC MPPT for a temperature increase of 

25°C to 40°C at irradiance 1000W/m² 

 
 
 

c) Load Variation 

Assuming a load increase from 35 to 

45Ohm at time t = 2.5s simulation results 

are shown in Fig. 7. 

 

 

 

 

 

Figure.7:Responses INC and IDA-PBC 

algorithms for load increase 35 to 45Ohm with 

irradiance 1000W/m² and 25° C 

d) Irradiance, Temperature And 

Load Changes 

Here, it’s exposed both MPPT algorithms 

to a change in various parameters 

temperature, solar irradiance and the load 

at the same time, simulation results are 

shown in Fig. 8. 
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Figure.8:Outcomes of MPPT algorithms INC and 

IDA-PBC achievement for a parameters 

variations 

6.2. Discussion of the Results 

Fig. 5 shows the effect of increasing in 

power, caused by an increase of the sunlight, 

which causes a deviation of the maximum 

power point MPP for both algorithms with 

increased current and voltage. Once the 

irradiance stabilizes, the power returns to 

its steady state with less disruption to IDA-

PBC MPPT. This has resulted a very short 

response time and better dynamic 

performance with negligible disruption over 

INC MPPT. 

Fig. 6 shows that the increase in 

temperature implies a reduction of the 

maximum power for both algorithms with 

voltage reduction, which causes a 

displacement of the maximum power point 

.Once the temperature stabilizes, the power 

returns to its steady state. 

It’s also noted that in Fig. 7, despite the 

change in the load, both MPPT algorithms 

have retained the optimal values of the 

power of PV generator, and negligible 

disruption to IDA-PBC MPPT, consequently 

a good income. 

Fig. 8 shows the performance of two 

algorithms in the case of variation in all 

weather conditions and load the results of 

this test show the good pursuit of both 

algorithms but with speed and higher 

steadiness and less disruption as of IDA-

PBC MPPT controller responses compared to 

INC MPPT controller. 

7. CONCLUSIONS 

In this paper, a new MPPT control 

method was proposed for a stand-alone PV 

generator system. The MPPT control method 

was employed with the aim to harvest the 

maximum power from PV generator power. 

The control method was presented based on 

Interconnection and Damping Assignment 

Passivity Based Control (IDA-PBC), directly 

creating the control signal for handling the 

power electronic converter, shows its 

efficiency and robustness to the other 

proposed control (INC method) as the speed 

and lower disturbances against climate 

change as well as system settings. 
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ABSTRACT 

Stand-alone photovoltaic systems are the 
most studied systems in renewable energy 
systems. In this purpose, our work is focused 
on the study and implementation of 
photovoltaic system/batteries storage with 
maximum power point tracking (MPPT) 
algorithms for the power maximization.  
Three different algorithms are investigated: 
Perturb & Observe (P&O), Incremental 
Conductance (Inc) and Fuzzy Logic Control 
(FLC).  

The implementation is done using 
dSPACE DS 1104 board and the simulation 
is made using Matlab/Simulink. To generate 
the studied system, a power management 
control (PMC) is applied. This method is 
simple and makes it possible to determine 
the various operating processes of the 
studied system according to the weather 
conditions. The decisions of criteria required 
by this method are presented. PMC allows 
supplying the load in the availability of PV 
power and protects the batteries against 
overloads and deep discharges. 

Key Words: Batteries, DC-DC power 
converters, Energy management, Fuzzy 
control, Maximum power point trackers. 

 
1. INTRODUCTION 

Several systems based on the conversion of 
renewable energies have been developed and 
presented as sustainable solutions to obtain 
an inexhaustible energy and respectful of 

the environment. Therefore, the hybrid 
systems are becoming more and more 
popular. In literature, many MPPT 
algorithms are used in photovoltaic systems 
[1-6], such as conventional methods 
(Perturbation and Observation (P&O), 
Incremental Conductance (Inc)) and 
advanced methods(Fuzzy Logic Controller 
(FLC) or Adaptive Neuro-Fuzzy Inference 
System (ANFIS)) [4].The optimization 
strategies vary according to the different 
sources and the desired objectives [7]. But in 
most of these works, only few works has 
been focused on practice. In Ref [6], authors 
develop an experimental testing system 
capable of reproducing environmental 
conditions for comparing and characterizing 
two photovoltaic modules inreal-time and 
evaluating MPPT algorithms. They conclude 
that the developed experimental test rig is a 
flexible and low-cost system. In this context, 
in our work a DC/DC boost converter and a 
measurement card for the voltage and 
current measurement have been realized. 
With the global system obtained, we were 
able to implement three MPPT techniques. 
Algorithm simulations were done under 
Matlab/Simulink, will be compiled into code 
and will be executed on the dSPACE 1104 
board for real-time implementation. Then, 
after comparing the three algorithms in 
terms of power, the FLC was applied to the 
power management control (PMC) of the 
hybrid PV/batteries studied system.  

Many articles deal with the energy and 
power management of photovoltaic systems 
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[8-17]. Our contribution is based on a simple 
method which makes it possible to 
determine the various operating processes of 
the studied system according to the weather 
conditions [18-26]. The key decision factors 
for the power management strategies are the 
power Ppv provided by PV panels and the 
batteries state of charge (SOC). The use of 
the management allows producing 
maximum power from the PV array, protect 
the batteries against overcharge and deep 
discharge and satisfy the energy needs.  

The goal of this work is the study and the 
implementation of MPPT algorithms for the 
photovoltaic power maximization. Three 
different algorithms are investigated: 
Perturb & Observe (P&O), Incremental 
Conductance (Inc) and Fuzzy Logic Control 
(FLC). A PMC is applied to the studied 
system. It allows supplying the load in the 
availability of PV power and protects the 
batteries against overloads and deep 
discharges. The implementation is done 
using dSPACE DS 1104 board and the 
simulation is made using Matlab/Simulink. 

The obtained results are presented to 
highlight the operability improvement of the 
proposed power management. 

 
2. MODELING OF THE PROPOSED 
SYSTEM 

The proposed configuration includes a PV 
generator, two DC/DC converters, a battery 
bank and an energy management system 
(Fig.1.).  

 
Figure.1:  Studied system 

 

2.1. Modeling of photovoltaic panels 

Several mathematical models are used to 
describe the behaviour and the operation of 
the PV. In this work the following model (Fig 
2) is considered [7]. Where: Iph is the light-
generated current, Id is the diode-current, Ish 
is the shunt-leakage current, Rsh is the 
shunt resistance and is inversely 
proportional with the leakage current to the 
ground, Ipv is the output-terminal current, Rs 
is the series resistance which depends on the 
p-n junction depth, the impurities and the 
contact resistance and G is the solar 
irradiance. 

   

Figure.2: Equivalent circuit of photovoltaic cell 
 

The Ipv(Vpv) characteristic of this model is 
given by the following equations: 

��� = ��� − �� − ���� (1) 

 ��� =

��� − �� × �exp�
�∗�������×���� 

�×��×�×��
� − 1� −

������×���

���
                                                  (2) 

The PV module parameters used in this 
paper are shown in the Table1. 

Table.1 Parameters of the suntechSTPO 80S-
12/BB panel   

Symbol Parameters Values 

��� (�)  Peak power 80 

���� (�) 
Maximum current at maximum 
power point 

4.65 

���� (�) Maximum voltage at maximum 
power point 

17.5 

��� (�) Short circuit current 4.95 

��� (�) Open circuit voltage 21.9 

��� (
��

°�
) 

Temperature coefficient of short-
circuit 

3 

��� �
��

°�
� 

Voltage temperature coefficient of 
open circuit 

-150 
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2.2. Battery modeling 
The model used in this paper is shown in 

the Fig.3. It contains two electrical elements: 
a voltage source and an internal resistance 
[10-12]. 

 

Figure.3: Electrical model of lead acid battery 

���� = �� ± �� × ����      (3) 
Where: �� is the voltage source and Rb the 

internal resistance. 

The battery capacity ���� is given by: 

���� = ��� ×
1.76 × (1 + 0.005 × ∆�)

1 + 0.67 × �
����

���
�

 
× �� × �

���
  (4) 

Where ∆� the accumulator’s heat and C10 
is is the rated capacity (I10). 

The battery state of charge can be written 
as: 

��� (%) = 100 × (1 −
�

����
)            (5) 

          � = ���� × �                   (6) 

Where: t is the discharging time. 

2.3. DC/DC converter modeling 

The electrical DC/DC boost converter 
model used is shown in Fig. 4. [10]. 

 
Figure.4: Electrical DC/DC boost converter model  

The mathematical model of DC/DC 
converter is given as follows: 

When the switch Tswitch is on state:  

��� = �
���

��
                                                      (7) 

0 = �
�����

��
+ �����                                        (8) 

 
When the switch Tswitch is off state:  

��� = �
���

��
− �����                                        (9)             

�� = �
������

��
+ �����                                  (10) 

 
In average values, the output voltage is a 

function of the input voltage and the duty 
cycle. Its expression is given by the following 
equation: 

����� = ���(
�

���
)                                         (11) 

����� = ��(1 − �)               (12) 
Where: D is the duty cycle. 

2.4. MPPT control algorithms 
2.4. 1. Perturb and Observe (P&O) 

The P&O algorithm is one of the most 
used classical methods for its simplicity and 
ease of implementation. Its functioning 
depends on the tracking step size applied to 
the voltage reference. The flowchart of the 
P&O algorithm is given in Fig.5.A DC-DC 
boost converter is used to track the MPPT in 
order to boost the DC voltage of the PV 
module. The duty cycle (D) of the switch is 
obtained using the MPPT controller based 
on the Perturb &Observe technique.  

 

Figure.5: Flowchart of the P&O MPPT  

Simulation result for P&O MPPT 

algorithm is evaluated in the following 

irradiance profile (Fig.6): 

 
Figure.6: Irradiance profile 
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2.4. 2. Incremental Conductance (Inc) 

In order to find the MPP, this other 
technique is based on the knowledge of the 
variation of conductance of the photovoltaic 
generator and the consequences on the 
position of the operating point compared 
with a maximum power point [1-2].Thus, the 
conductance (C) of the PV module is defined 
by the ratio between the current and the 
voltage of the PV generator as shown below: 

C =
���

���
                 (13) 

The elementary variation (increment) of 
conductance can be defined by: 

dC =
����

����
                 (14) 

The flowchart of the Inc algorithm is 
given in Fig.7. 

 

Figure.7: Flowchart of the Inc MPPT 

2.4. 3. Fuzzy Logic Control (FLC) 

The FLC is mainly composed of three 
steps which are: fuzzification, inference 
engine and defuzzification. The system 
based on MPPT fuzzy logic controller is 
composed of two inputs that are the error (E) 
and change in error (CE) as shown in (Fig. 
8.). At any given sample instant k, the error 
and the change in error are calculated by the 
following relations [1-2]: 

�(�) =
�(�)��(���)

�(�)��(���)
                            (15) 

��(�) = �(�) − �(� − 1)                            (16)          (16) 

Where: P(k) and V(k) are respectively the 
power and voltage of the PV generator. The 

duty cycle D of a DC/DC converter is the 
output of the fuzzy logic controller (FLC). 

The fuzzification process makes possible 
to introduce fuzzy sets relative to the desired 
values to a degree of membership. According 
to the Fig.8, the defined classes are denoted 
as: NB: Negative Big, NS: Negative Small, 
ZE: Zero Environ, PB: Positive Big, and PS: 
Positive Small. 

 
Figure.8 : Membership functions for: (a) 

input variable E, (b) input variable CE, (c) output 
variable D. 

The duty cycle (D) is the system’s output 
variable that can be found with the relations 
of center of area (COD). Defuzzification is 
the last stage of the FLC which is done by 
the following formula: 

�� =
∑ �(�� )� ��

�
���

∑ �(�� )�
���

                             (17) 

2.4. 4. Comparison between P&O, Inc 
and FLC results 

The choice of MPPT technique is 
important into the system. A comparison 
between the three techniques (P&O, Inc and 
FLC) is done in STC conditions. Figure 9 
shows that the FLC allows us to obtain a 
fast and precise response compared to the 
P&O and Inc. This result allows us to apply 
the FLC to the studied system.  

 
Figure.9: Photovoltaic power waveform of 

the three methods 
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2.4.5. Implementation of the three 
MPPT algorithms 

The simulation-based MPPT algorithms 
made on Matlab/Simulink will be compiled 

into code and will be executed on the 

dSPACE 1104 board for real-time 

implementation (Fig.10). The measurement 

card (Fig.11) is intended for the voltage and 
current measurement of the photovoltaic 

system. These ones are sent to the card for 

dSPACE treatment, and then a control 

signal is sent to the DC/DC converter 
through a drive circuit and an isolation card. 

 
Figure.10: Test bench under dSPACE 1104 

As the P&O, the Inc. control presents 
oscillations at steady-state. However, these 
oscillations are less important than with the 
P&O control. Also, the Inc control has a 
better response to sudden decreasing 
variations. It is clearly noticed that the FLC 
control responses with less oscillations 
compared to the other two classical 
techniques (P&O, Inc) and with greater 
power. The measurement card consists of a 
voltage sensor (LV25-P), a current sensor 
(LA25-NP), a symmetrical supplying and an 
isolation card. For sensing the voltage, we 
use a LV25-P Hall effect sensor which is 
equivalent to transformer with a primary 
and a secondary coil. A dSPACE real-time 
interface is installed on a hardware platform 
[5, 6].The simulation and experimental 
results are introduced and analyzed. The 
different PV Parameters used in 
experiments are listed in table 1. The 
obtained results are represented in Figure 
11.  

 
Figure.11:  Power profiles of the different MPPT 

algorithms under variable solar irradiation 
conditions. 

 

2.5.6. Comparison between simulation 
and experimental results 

A comparison between simulation and 
experimental results has been made by 
calculating the error ε�(%) 

ε�(%) = �
���������

����
� ∗ 100              (19) 

It is noticed that whatever the solar 

irradiation, the FLC responses with the 

smallest error. So, the FLC is the selected 
MPPT method used in power management 

control for a system based on batteries. 

 
Figure.12:  Errors between simulation and 

experimental results 

3. Stand-alone Photovoltaic System 
with Batteries 

This paper aims to optimize the number 
of PV panels, number of batteries and to 
minimize the power management control 
(PMC) of the system by using the MPPT 
strategy with better results. In our case the 
FLC strategy has been used and a power 
management control (PMC) has been 
applied. The use of the PMC allows a 
maximum power from the PV generator, 
protects the batteries against overcharge 
and depth discharge and satisfies the energy 
needs [21-26].The power management shown 
in Fig.13 depends on the three switches 
state (K1, K2 and K3). 
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The different modes depend on the three 
switches K1, K2 and K3 . 

Mode 1: In this mode, the power 
available (Pav) at the PV generator (Pav≥0) is 
quite sufficient to supply the load and 
charge the batteries. 

Mode 2: The power supplied by PV is 
insufficient (0<Ppv<Pload); in this case the 
power of batteries is added to satisfy the 
power demand. It’s the compensation mode. 

Mode 3: This mode is operating when 
no energy provides from the PV generator 
(Pav<0), so, the batteries feed alone the load. 

Mode 4: The PV power’s is sufficient 
and batteries are completely charging so the 
disconnection of the batteries is necessary to 
protect them. 

Mode 5: In this mode, there is no 
production from the PV generator and the 
batteries are discharged. The load is 
disconnected. 

           Figure.13: Architecture configuration  

The average consumption profile is 
represented in the figure below (Figure 14): 
The system operates continuously which 
implies its effectiveness despite the various 
conditions introduced (two different days). 
Also, it is noticed that there is an excess of 
power on the first day of summer with high 
irradiation, so it will be interesting to store 
it in an auxiliary load. 

 
Figure.14: Load profile 

Irradiation and the temperature profile 
are, as follows (Figure 15) 

 
Figure. 15: Temperature and irradiance profile 

 

The different powers are then obtained as 
(Figure 16): 

   
Figure. 16: Photovoltaic, load, surplus and 

available powers 

4. Application to solar / batteries / 
hydrogen energy system 

An application of solar/batteries/hydrogen 
energy system with PMC has been made 
(Figure 17). 

 
Figure. 17: Solar/batteries/Hydrogen Energy 

System 

The simulation of the PFC was carried 
out under two days profile, the obtained 
results for the configurations are as follow 
(Figure 18). 

 
Figure.18: Electrolyzer, battery, fuel cell, 

load and photovoltaic powers  

0 5 10 15 20 25 30 35 40 45 48
0

200

400

600

800

1000

Time (h)

P
lo

a
d
  
(W

)

 

 

0 10 20 30 40 50
0

200

400

600

800

1000

Time (h)

Ir
ra

d
ia

n
c
e
 (

W
/m

²)

0 10 20 30 40 48
0

5

15

25

35

Time (h)

T
e
m

p
er

a
tu

re
 (

°C
)

0 5 10 15 20 25 30 35 40 45 48
-1000

-500

0

500

1000

Time (h)

P
o

w
e
rs

 (
W

)

 

 
P

pv
P

load
P

excess
P

batPower
Surplus

0 5 10 15 20 25 30 35 40 45 48
-1000

-500

0

500

1000

1500

Time (h)

P
o

w
e
rs

 (
W

)

 

 

P
elec

P
bat

P
FC

P
load

P
pv

36 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 

 
Figure.19:  Hydrogen production 

 
Obtained simulation results made under 

two different days show the effectiveness of 
the proposed solution. 

5. CONCLUSION 

The study and the implementation of 
MPPT algorithms for the photovoltaic power 
maximization have been presented in this 
paper. A comparison in terms of power of 
three different algorithms has been made 
and the FLC have presented better results 
in terms of power and in terms of efficiency. 
It gives a good maximum power operation of 
the PV array under different conditions such 
as varying irradiation and temperature. It 
was then applied to the overall system 
PV/batteries/hydrogen with power 
management control. The proposed 
configuration allows us an optimal operation 
of the whole system with high performances 
whatever the meteorological conditions, 
which shows the effectiveness of this 
proposed power control. 
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ABSTRACT 

Battery-based energy storage has generally 
been promoted as an important tool to 
support the large-scale integration of 
renewable energy. Mainly for photovoltaic 
(PV) applications. Therefore, an accurate 
battery model is recommended for the PV 
system given its impact on the overall 
efficiency of the system. Different battery 
models have been discussed in the literature. 
Nevertheless, this paper reviews the modified 
Coppetti model and presents a simulation 
under real operating conditions for 04 
different charge consumption profile 
scenarios based on experimental results that 
were performed on sealed lead/acid batteries. 
The simulation results were compared with 
the test data obtained from the battery 
charging and discharging modes, although 
several charge consumption profile scenarios 
led us to approve the accuracy of the 
parameters of the modified Coppetti model 
with regard to the battery behaviour. 
 
Key Words: modified Coppetti model; lead 
acid battery; simulation; PV system; energy 
management. 

 
NOMENCLATURE  
 
Vdis             Battery discharge voltage 
Idis             Battery current discharge 
Kbodc Battery polarisation voltage 
Vbodc  Battery reste voltage 
SOC           State of charge 
SOC0 Initial value of state of charge 
C             Battery capacity 

 
P1dc              Empirical parameter  
P2dc              Empirical parameter  
P3dc              Empirical parameter  
P4dc              Empirical parameter  
P5dc              Empirical parameter  
αrdc               Empirical parameter 
Vboc              Battery reste voltage 
P1c               Empirical parameter  
P2c               Empirical parameter  
P3c               Empirical parameter  
P4c               Empirical parameter  
P5c               Empirical parameter  
αrc                Empirical parameter 
Vg                Battery gassing voltage 
Agas              Empirical parameter   
Bgas              Empirical parameter  
αgas               Empirical parameter  
Afonsc            Empirical parameter  
Bfonsc            Empirical parameter  
αfonsc             Empirical parameter  
Vec               Final battery charging period 
Ahrestored      Ampere-hour restored energy 
τ                  Time constant 
Aτsc              Empirical parameter  
Bτsc              Empirical parameter 
Cτsc              Empirical parameter 
AEP            Application of PV Equipment 
EER            Renewable Energy Equipment 
 
1. INTRODUCTION 

  
Lead acid batteries are considered as an 
important part of the global market for 
batteries used both for medium and large-
scale energy storage, mainly for PV 
applications [1]. In addition, they are 
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recognized as the main technological choice 
because of their low capital cost and high 
efficiency characteristics [2]. However, even 
with its wide use in industry, the internal 
behaviour of lead acid batteries is described 
by unexpected electrochemical reactions, 
making its behaviour suddenly complex [3]. 
Several researchers are reviewing many 
battery models describing their behaviour [4-
5].However, for PV applications, 
electrochemical models are more suggested 
for battery modeling since they describe its 
internal and external behaviour as chemical 
reactions occurring inside and the 
temperature effect, in this paper battery tests 
were performed allowing us to simulate the 
sealed lead acid battery voltage according to 
the modified Coppetti model. The structure of 
this article is organized as follows: the first 
part presents the battery modeling using the 
Coppetti model; in the second part, a 
simulation in real time conditions of different 
charge consumption profiles was performed 
in order to validate the modified Coppetti 
model in a standalone PV system operating in 
real conditions. 

 
2. THE EXPERIMENTAL SET UP 

DESCRIPTION 
The experiment test bench was carried out at 
the laboratory of AEP team in EER division 
of the UDES / CDER solar equipment 
development unit located in Bousmail / 
TIPAZA shown in Figure.1. The practical 
application was recognized, in order to 
simulate the battery behaviour through the 
PV system. Furthermore, this will allow us to 
simulate the battery voltage evolution under 
real operating conditions. The experimental 
test bench consists of, 05 PV array connected 
in parallel with nominal power of 750 Wp and 
maximum current of 25A under 24V nominal 
voltage. Moreover, a battery charge controller 
which ensures the battery charging, also a 
depth of discharge controller providing two 
separate voltages of 12V and 24V at the 
system output. Two-sealed geld lead acid 
batteries CGB Condor manufacturer 
connected in series the system electrical 
parameters are listed in table 1. The battery 
charge/discharge process is accomplished 
according to a given PV input current 
profiles. A group of DC lamps with a power of 
300W is used to ensure the discharge process 

characterized by a voltage output. All the 
data recorded from data logger system, 
voltage, current coming from PV array, 
battery and utility through sensors. 
 

 
 

Figure.1: the experimental bench test 
 

Table 1 Electrical parameters of the PV system. 

 
3.  BATTERY MODELING 

In order to estimate and predict the 
battery behavior under real operating 
conditions, Coppetti mathematical model is 
presented in this subsection based on the 
output voltage expression during charge and 
discharge process. This battery model was 
applied particularly to lead-acid batteries.   

 

Module Specifications  

Manufacturer Isofoton  
model IS 150/24 
Cell type monocristallin 
Nominal power  Pmax[W] 150 
Open circuit voltage Voc[V] 43,2 
Short circuit curant Icc[A] 4,45 
Voltage at maximum power 
Vmpp[V] 34,6 

Curant at maximum power 
Impp[A] 4,35 

Efficiency  ᶯm  [%] 11.9 
Number of cell 72 
Module surface  Am[m²] 1.45 

Battery Specifications 

Manufacturer condor 
model CGB 12 
Capacity [Ah] 250 
Nominal voltage [V] 12 
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A Discharge mode  
  
The battery voltage equation is given by 

the following expression: 

1
2

3

54

( )
( (1 ( ))) ( )

1 ( )

( )(1 ( ))
( )

dis dc
p dcdis bodc bodc

dis

dc

dc rdcdcp

I t p
V V K SOC t

C I t

p
p T t

SOC t


   


   

(1) 
 

25T T                                                   (2)   
ΔT is the variation of the battery 

temperature in °C.  
 
This equation is described by two distinct 

terms: The first one describes the variation of 
the battery voltage as a function of the state 
of charge (SOC) and the variation of the 
electrolyte concentration. The second one 
defines the variation of this voltage due to its 
internal resistance [6]. The following relation 
expresses the expression of SOC for this 
model:                                                                                                                                       

  
.1 disI tSOC

C


 
                                        (3)   

B  Charge mode 
 
Due to the dynamic behavior of the battery 

during the charging period, Coppetti divided 
the charging mode into several phases. The 
boosting charge phase and the floating charge 
phase. Eq (4) describes the boosting charge 
phase. 
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The overcharge process is designed as a 
significant period in the charging mode, 
which takes into account the gassing mode. 
The following relation states the gassing 
voltage Vg for overcharged period: 

 
 

[ ln(1 )](1 )
gas

gas gas

cg
IV A B T
C

    
            (5) 

The final voltage (Vec) during this phase 
increases with the charging current and 
decreases with temperature. 
Vec is described by the following equation:       

[ ln(1 )](1 )
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cec
IV A B T
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              (6) 

 
The gassing progression can be described by 
the following nonlinear function: 
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The SOC first progresses linearly with the 
charging current until it overtakes 70% of the 
battery nominal capacity; upon this value, its 
evolution remains very arduous to be 
specified [7] due to the dynamic behavior of 
the battery.                   

0
.cI tSO C SO C
C


 
                                            (9) 

 
The major issue observed in battery 
modelling is the accuracy of the model 
parameters when the battery is working 
under real operating conditions. The use of 
original coefficients of the battery 
manufacturer can introduce significant 
errors, which depends on working conditions 
and the battery lifetime. In the present work, 
the simulation of the modified coppetti model 
has been expanded and validated according to 
several  

Load consumption profiles scenarios, the 
modified coppetti model coefficients are 
reported in table 2. 
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Table 2 comparison between coppetti model coefficients 

 

 4.  RESULTS AND DISCUSSION 
 

In order to test the influence of the updated 
battery model, selection of 04 scenarios of 
different load profile consumptions were 
proposed to simulate the battery behaviour 
under real operating conditions; table 3 
summarizes all these experiments. The 
purpose of this subsection is to validate the 
modified Coppetti model under real operating 
conditions.  
 
Table 3 description of the experiments 

 
 

 
 
 
 
 
 
 
 

 
 
The simulation tests of each scenario were  
divided into two parts covering both the 
model validation and the battery behaviour 
in PV application Comparison between 
simulation results and real measurements is 
discussed in the following subsections 
 
We note that during the scenario 1, the 
evolution of the load consumption follows the 
solar irradiance evolution as it is shown in 
Figure.2a 
 
Scenario 2 as illustrated in Figure.2b the 
evolution of the load consumption profile is 
inversely proportional to the evolution of the 
solar irradiance 
 
Scenario 3 as shown in Figure.2c the 
evolution of the load consumption profile is 
constant over time 
 
Scenario 4 as it is presented in Figure.2d the 
evolution of the load consumption profile is 
random toward the solar irradiance evolution 
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Figure.2: load profile consumption: (a) scenario 1, (b) scenario 2, (c) scenario 3, (d) scenario 4

 
Figure.3a, figure.4a, figure.5a, and figure.6a 
show typical operating days of the studied 
system in which it is reported the daily 
evolution of the solar irradiance G(W/m²), the 
generated current (Ipv) and the evolution of 
the load consumption (Iload).  
 
Figure.3b, figure.4b, figure.5b, and figure.6b 
illustrate the measured battery voltage 
against the predicted voltage using Coppetti 
model with new parameters and the original 
ones; the evolution of SOC is also presented. 
Scenario 1 as it is presented in Figure.3 we 
observe that the evolution of the load 
consumption is proportional to the evolution 
of the solar irradiance.  
 
Scenario 2 as illustrated in Figure.4 the 
evolution of the load consumption profile is 
inversely proportional to the evolution of the 
solar irradiance we remark that the battery 
voltage based on new updated coefficients 
shown in Fig.4b follows the real battery 
voltage 
Scenario 3 as shown in Figure.5 the evolution 
of the load consumption profile is constant 
over time we observe that the battery voltage 
based on new coefficients shown in Figure.5b 
follows the real battery voltage during charge 
and discharge process. 

 
Scenario 4 as it is presented in Figure.6 the 
evolution of the load consumption profile is 
random toward the solar irradiance evolution 
we affirm that the battery voltage based on 
new parameters shown in Figure.6b follows 
the real battery voltage 
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Figure .3: scenario 1(a) solar radiation, load and PV currents evolution (b) Battery voltage evolution 
of Coppetti model and state of charge. 

  

 
Figure. 4: scenario 2 (a) solar radiation, load and PV currents evolution (b) Battery voltage evolution 

of Coppetti model and state of charge. 
 

 
Figure. 5: scenario 3 (a) solar radiation, load and PV currents evolution, (b) Battery voltage evolution 

of Coppetti model and state of charge. 
 

 
Figure. 6: scenario 4 (a) solar radiation, load and PV currents evolution, (b) Battery voltage evolution 

of Coppetti model and state of charge. 
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It should be noted that the Coppetti model 

based on new coefficients offers better 
harmony with the measured battery voltage 
equally for charging and discharging modes. 
We can confirm this agreement according to 
results of [9]. 
 

 
5.  CONCLUSION  
 
An experimental test of a PV system is 

performed to acquire a set of data from a 
sealed gelled lead-acid battery at different 
scenarios for different given load 
consumption profiles. The simulation of the 
modified Coppetti model lead us to confirm 
that this model reproduce the most accurate 
behaviour of the battery during charge and 
discharge mode. 
Even though the different variation of the 
load consumption profiles, however the 
energy management distribution from the PV 
array and battery to utility follows efficiently 
the variation of different consumption 
profiles.  
The Coppetti model accounts for all dynamic 
characteristics of lead acid battery with 
different technology and manufacturer if the 
empirical parameters are appropriately 
identified. 
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ABSTRACT 

 
This communication presents a study of a microstrip 
patch antenna structure based on the substrate integrated 
non-radiative dielectric (SINRD). The SINRD structure 
is the air holes used in the substrate. The proposed 
Antenna is designed at an operating resonant frequency 
of 5.8GHz to meet Dedicated Short-Range 
Communication (DSRC) applications. The gain, 
bandwidth and directivity are analyzed before and after 
introducing SINRD structure in the microstrip patch 
antenna. The numerical results obtained from the 
comparison of three different configurations of SINRD 
substrate have been analyzed, it is shown that the 
performance of the patch antenna is enhanced using 
the SINRD substrate. The simulation has been performed 
using CST Microwave Studio Suite.  
 

Keywords— Microstrip patch antenna, SINRD, DSRC, Gain, 
Bandwith, Directivity, Air holes.   

I.  INTRODUCTION  
. 

The DSRC system is a specialized mobile radio 
communication system for road vehicles. The DSRC is a 
fundamental technology that combines roads, traffic and 
vehicles using information and communication technologies 
[1]. DSRCs are implemented between stationary equipment 
along the road infrastructure (usually installed on gantries) and 
on-board equipment. The fixed equipment is connected via a 
wired network to a control station which centralizes data and 
ensures the operation of the application. [2] 

In the DSRC system, the antenna is the most important 
part. It essentially ensures the performance of wireless 
communication systems.  

The microstrip patch antennas have been increasingly used 
in recent years in wide range of application in wireless 
communication systems and satellite communication systems 

due  to  their  great  advantages: light  weight,  low  cost,  low 
profile, and conformable. On the other hand, it suffers from 
some   disadvantages   as:   narrow   bandwidth,   low   gain, 
excitation of surface waves. Some technique was used to 
increase the gain and directivity of microstrip antenna in 
microwave frequency regime, and topologies have been 
investigated in several researches [3-8]. 

A solution was proposed in this work is the concepts of 
substrate integrated circuits (SICs), which was used of a 
specific air hole pattern that can effectively lower the 
dielectric constant of a dielectric substrate region of interest, 
thus creating a wave-guiding dielectric channel in the 
substrate. This synthesized channel becomes a substrate 
integrated NRD guide or SINRD. 

The substrate integrated nonradiative dielectric (SINRD) 
waveguide belongs to the family of substrate integrated 
circuits [9], [10], a promising low-cost high-performance 
technology for millimeter-wave and terahertz applications. In 
this technology, the air region of a nonradiative dielectric 
(NRD) guide is replaced by air holes or a low-dielectric agent 
on the same substrate, which removes the problem of 
mechanical support and assembling of the planar substrate that 
arises in the case of hybrid planar/NRD schemes [11]. 

In this letter, we propose a new design of realizing high 
directivity of the patch antenna under CST software working 
at a frequency of 5.8GHz, inspired by a work already 
published in literature [12] and in which the author had made 
the design of a printed antenna resonant to 5.8GHz based on 
meta-material for DSRC application. We will carry out several 
simulations of patch antennas based on standard dielectric 
substrates and then based on SINRD substrates with different 
configurations of the air holes.  

A comparative study will be carried out to demonstrate the 
performance of the patch antenna according to the substrates 
used.  
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II. DESIGN AND ANALYSIS 
The microstrip patch antenna is a planar antenna whose 

radiating element is a generally square conductive surface, 
separated from a conductive reflector plane (ground plane) by 
a dielectric sheet called substrate as shown in Fig. 1(a). 

 

 
Figure 1a. Patch antenna with rectangular radiation. 

In this configuration, upper conducting layer is the source 
of radiation where electromagnetic energy fringes off the 
edges of the patch and into the substrate. The lower 
conducting layer acts as a perfectly reflecting ground plane, 
bouncing energy back through the substrate and into the free-
space. The antenna size mostly depends on the frequency band 
of operation. 

There are several other factors that contribute to deciding 
the dimension of the antenna and its behavior such as the 
substrate material used and its thickness [13]. The patch 
material affects the efficiency of the antenna, while the type of 
substrate plays a major role in the calculation of the antenna 
dimensions [14-16]. 

Topology of the proposed SINRD guide is illustrated in 
Fig. 1(b). shows the pattern of air holes used to lower 
dielectric constant of the substrate with geometrical 
dimensions.   

 

Figure 1b. 3-D view of the hybrid planar/SINRD guide arrangement. 

In this equivalent guide, εr equals to εeff of the air holes 
patterned region.  

This equivalent NRD guide greatly simplifies the design of 
SINRD circuits. Note that the air hole pattern should not be 

subject to the generation of electromagnetic bandgap (EBG) 
phenomena. 

A. Design Microstrip Patch antenna  
The parameters of the radiating microstrip patch antenna 

are calculated with following equations [17]. 
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With the parameter h is the thickness of substrate, 
Therefore: 

                                                                        (5) 

In above equations, W denotes the width of radiating patch, 
C is the speed of light in vacuum, εr is the dielectric constant 
of the host material, L is the length of radiating patch and h is 
the thickness of substrate. The dimensions of the radiating 
patch along its length direction extend on two ends by a 
distance of ΔL and εeff is the effective dielectric constant. 

 

Figure 2. Geometry of patch antenna. 

Figure 2 shows the geometrical configuration of the 
proposed rectangular microstrip patch antenna in CST 
Microwave Studio. The radiating rectangular patch has the 
dimensions (15.89 x 11.87mm). The patch was printed on one 
side of FR4 (loss free) substrate with relative permittivity εr = 
4.3 and at height of 1.6mm from the ground plane. 
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B. Design air hole pattern  
The first step in the design of an SINRD guide is to 

evaluate for a specific cell lattice with a specific dielectric 
material. 

It is known [18-19] that an appropriate air hole 
arrangement in a planar dielectric substrate could reduce the 
effective dielectric constant of the structure. The choice 
depends on the dielectric profile needed, the layout of the 
circuit and the, mechanical strength of the substrate [9]. Three 
possible holes patterns, namely, a square lattice, an equilateral 
triangular lattice and a star lattice. In each case, the static 
effective dielectric constant of one cell can approximately be 
calculated by using [10]. 

                          
  (          )     

     
                     (6) 

Where,       is the area of a unit cell of the pattern and 
     is the area of air holes in the unit cell. 

Table I gives the value of ξeff of each pattern (or lattice) 
for different holes diameters. 

TABLE I.       EACH PATTERN 

Diameter  
Topology 

Square  Triangular Star 
R=1.75 mm 
r=0.5mm 

2.0422 1.693 1.8579 

C. Microstrip patch antenna with SINRD substrate 
The design of the patch antennas with SINRD substrate are 

based on the same model of the waveguide (width of the non-
perforated zone, radius of the air holes "R" and the distance 
between the holes "Gap") integrated in the substrate Dielectric 
FR-4 for the three arrangements of the SINRD holes. 

The choice of the geometry of the SINRD substrate was 
made according to several criteria: 

 R should be as large as possible to improve antenna 
performance and reduce the losses in the guide. 

 Gap must also be as large as possible to allow the 
mechanical integrity of the guide. 

 The diameter of the air holes must be limited to prevent 
the phenomena of Electromagnetic BandGap (EBG) in 
the desired frequency band. 

The Fig. 3 and 4, 5 shows integration of SINRD structures 
for the patch antenna with air holes in dielectric  square, 
triangular, star lattice respectively at 5.8 GHz frequency 
region. 



Figure3. Patch antenna with SINRD substrate square lattice. 



Figure4. Patch antenna with SINRD substrate triangular lattice. 



Figure5. Patch antenna with SINRD substrate star lattice. 

IV. RESULT SIMULATION AND DISCUSSION 
The result simulation was obtained using TIME DOMAIN 

solver in CST Microwave Studio with accurancy -40dB. 

A. Impedance bandwidth 
The simulated return loss of microstrip patch antenna is 

shown in Fig. 6. The S11 represents the reflection coefficient 
at the antenna input. This parameter also allows ensuring the 
adaptation of the antenna to the resonant frequency. The curve 
of the modulus of the coefficient of reflection of the antenna 
structure shows a good adaptation of about -25.104 dB at the 
resonant frequency of 5.8GHz. 

The impedance bandwidth for this antenna is 180,9MHz 
calculated at -10dB return loss. 
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Figure6. Simulation S11 for microstrip patch antenna. 



Figure7. Simulation S11 for microstrip patch antenna with SINRD square 
lattice. 

The adaptation of the patch antenna with SINRD substrate 
square lattice is very satisfactory with a reflection coefficient 
of less than -10 dB between 5.7 and 5.9 GHz and a minimum 
of -42.7 dB at 5.8 GHz as shown in Fig. 7. The impedance 
bandwidth equal to 206 MHz is largely sufficient for our 
antenna. 



Figure8. Simulation S11 for microstrip patch antenna with SINRD tringular 
lattice. 

The Fig. 8 represent the reelection coefficient of the patch 
antenna with SINRD substrate triangular lattice, the 
impedance bandwidth is 231MHz calculated at -10dB. 



Figure9. Simulation S11 for microstrip patch antenna with SINRD star lattice. 

Adaptation of the microstrip patch antenna with SINRD 
substrate star lattice is done on a bandwidth of 225 MHz 
around 5.8 GHz, which is wider, compared to that found by 
the single microstrip patch antenna with a minimum of -24 dB 
as like represented in Fig. 9. 

There is significant improvement in the bandwidth for 
conventional microstrip patch antenna 180MHz to 231MHz 
for microstrip patch antenna with SINRD substrate triangular 
lattice.  

B. Radiation pattern 
The simulated radiation pattern for the gain and directivity 

of the microstrip patch antenna and the microstrip patch 
antenna with SINRD substrate with different structure (square, 
triangular, star) are indicated in Fig. 10, Fig. 11 and Fig. 12, 
Fig. 13  respectively at 5.8GHz frequency. 

 
Figure 10.  E plane far Radiation pattern of gain for Phi=0° with for microstrip 

patch antenna with different substrate. 
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Figure 11. E plane far Radiation pattern of gain for Phi=90° with for 

microstrip patch antenna with different substrate. 

 

 

Figure 12.  E plane far Radiation pattern of directivity for Phi=0° with for 
microstrip patch antenna with different substrate. 

 

 

Figure 13.  E plane far Radiation pattern of directivity for Phi=90° with for 
microstrip patch antenna with different substrate. 

 

The simulation results show that the main lobe direction 
for the gain and directivity are higher 7.34 dB of patch antenna 
with star lattice. The Table II summarizes the simulated results 
obtained with different configurations of microstrip patch 
antenna.  

The electromagnetic wave transmission properties of the 
microstrip patch antenna show that all of the improvements 
are due to the SINRD structure substrate. 

 

TABLE II.    COMPARAISON TABLE FOR DIFFERENT STRUCTURE OF 
PATCH ANTENNA 

Antennes 
Parameter 

S11 (dB) Gain (dB) Directvity 
(dBi)  

Simple patch 
Antenna  

-25,10 5.82 6.99 

Patch antenna with 
square lattice   -42,7 7.14 7.8 

Patch antenna with 
tringular lattice   -19 7.24 7.85 

Patch antenna with 
star lattice   -24 7.34 8 

 
By comparing the results obtained, we can observe a good 

adaptation for the four types of antennas at the desired 
frequency 5.8 GHz. We observe a minimum for the microstrip 
patch antenna with SINRD substrate square arrangement is     
-42.7 dB lower than the simple microstrip patch antenna 
which is -25.1 dB.  

The results obtained by simulation of the microstrip patch 
antenna with SINRD substrate are approximately similar for 
the three configurations are very satisfactory compared with 
the simple microstrip patch antenna. 
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The diameter of air gap has an effect on the radiation 
efficiency and gain of the proposed antenna. The maximum 
directivity is obtained for the patch antenna with substrate 
SINRD star holes which is 8 dBi. 

We also find that the patch antenna SINRD substrate with 
star arrangement gives better performances compared to those 
of the square and triangular arrangement. 

From the results obtained and from the comparative study 
of the different configurations with the literature, it seems that 
the patch antennas conceived based on substrates SINRD 
gives better results in particular in terms of directivity and 
gain. 

V. CONCLUSION 
In this paper, we have simulated four structures of 

microstirp patch antenna, conventional antenna, patch antenna 
with SINRD substrate using different arrangement of the air 
holes, operate at 5.8GHz for DSRC application.  

The SINRD substrate is used to reduce the surface wave of 
the microstrip patch antenna.The gain and directivity was 
improved using SINRD substrate in the different 
configurations. 
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ABSTRACT 

Our paper describes a hardware 

implementation of two techniques for 

processing the image signal, and in 

particular filtering an image with a median 

filter and a convolution filter. The 

implementation is performed directly in 

VHDL language on the SPARTAN-3E board. 

We propose the hardware method which 

offers a parallelism allowing to answer the 

constraints of execution time and memory 

space. 

. 

Key Words: Hardware implementation, image 
processing, FPGA, VHDL. 

 

1. INTRODUCTION 

FPGA is the programmable logic 

circuit most commonly used today 

because of its capabilities, speed and 

flexibility. Its architecture generally 

mixes competing hardware and software 

components in order to respond most 

effectively to the imposed time 

constraint. 

Moreover, the description of an 

architecture optimized in code 

synthesizable VHDL with a hierarchical 

and modular approach provides a good 

flexibility to the system [1]. 

The integration of embedded 

processing features on an FPGA brings 

several advantages. There is no fixed 

architecture implementation and 

therefore no obligation that the functions 

are performed by hardware rather than 

software. There is therefore a wide range 

of possible solutions for every 

application, from the most general to the 

most specific. The FPGAs provide the 

very high performance of the hardware 

but with a simple and fast use by 

software configuration. 

 

2. HARDWARE REALIZATION 

In this part we present the software and 

hardware implementation of 2 image 

processing algorithms, the first is the 

windowing operator, and the second is the 

convolution operator "under VHDL. 

A. Hierarchy of VHDL  

Most hardware designers find it 

convenient to develop a hierarchy before any 

VHDL development. This is done to facilitate 

code reuse and to develop a common 

hierarchy. The use of specific hardware units 

of arithmetic and memory, has been limited 

to achieve interchangeability. These 

algorithms should be easy to use on Xilinx 

architectures. 

B. Window Operator 

   To implement the first algorithm we 

need 3 VHDL entities:"_3x3.vhd", 

"triage_3x3.vhd" and "counter.vhd" windows. 

Then we need a single entity 

"odf_filt_3x3.vhd" to make the grouping of 

these 3 previous entities and to ensure the 

proper functioning of the algorithm. 

For the "Window Operator" filter to 

function properly, these three VHDL entities 

must be instantiated in the algorithm itself. 

This feature is done by "component, and port  
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Fig. 1.  Filter hierarchy odf_filt_3x3. 

 

map" using VHDL [2]. Fig.1 shows the 

VHDL design structure used for this 

algorithm. 

Generation of the sliding window:      

«window_3x3.vhd» 

In order to implement a continuous 

tracking window system in VHDL, FPGA-

specific FIFO units were used for the 

algorithm using the window generation 

architecture. 

A 3x3 window size was chosen because it 

was small enough to be easily adapted on 

FPGA, and is considered large enough and 

effective for most useful sizes in image 

processing. With more large window sizes, 

more FIFOs and flip-flops should be used, 

which significantly increases the resources 

of FPGAs used. Fig.2 shows a graphical 

representation of the FIFO and flip-flop 

architecture used for this design, and Fig.3, 

its generation under Xilinx [3] . 

 Counter Implementation: "counter.vhd" 

In order to do this correctly, counters are 

used to indicate to the algorithm when the 

boundaries begin. 

Since images are two-dimensional data, 

two counters were needed: one to count rows 

and one to count columns in the picture 

[4,5,6]. A VHDL counter has been written to 

count the pixel motion as well as the data 

streams in the entity. The VHDL entity that 

 

Fig. 2.  Architecture of the window 

generator. 

 

consists in sorting in ascending order the 9 

values of the pixel window. It was necessary 

to find a suitable scheme for sorting these 

values with all possible probabilities. 

This implementation uses registers 

and comparators for sorting 9 sliding 

window values of neighborhoods. Each RXY 

is a register and each CXY is a comparator 

(Fig. 4). This design is accomplished in 

VHDL using "if / else". 

 

 
Fig. 3.  FIFO entity under Xilinx. 
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Fig. 4.  Operation of the comparator. 

 

After that the output list is generated (the 

9 values of the 3x3 window processed) with 

the VHDL sorting_3x3 entity, the algorithm 

describing the ranking filter functionality, 

odf_filt_3x3.vhd, can operate. At its output, 

the original pixel value changes according to 

the specific order of the filter. 

 

C. Convolution Operator  

The design of the convolution algorithm in 

VHDL was a much more difficult problem 

than the filing filter design. This was due to 

the use of more complex mathematics. For 

example, the output filtration filter, just the 

pixels of a window and at its output it 

replaces the original pixel by one of them, 

whereas the convolution algorithm employs 

adders, multipliers, And dividers to calculate 

its yield.On FPGA, the use of mathematics 

tends to slow down execution. Many 

designers favor techniques that reduce the 

dependence of the algorithm on complex 

mathematics. Since the mathematics used in 

convolution are simple, executing a 

convolution algorithm was a feasible goal [7, 

8]. 

 Generation of the Convolution Filter 

Another obstacle in the design of this 

algorithm concerns the implementation of 

the possibilities for manipulating negative 

numbers. In an appropriate convolution 

algorithm, the mask is composed of negative 

numbers. The masks in Fig.6 are an 

example. 

 

 
Fig. 5.  Operation of the sorting filter. 

 

In fact, the VHDL had to be written to 

manipulate these numbers using the signed 

data types. 

 
Fig. 6.  Example of some masks 

using negative numbers.. 
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Signed data simply means that a 

negative number can be interpreted. 

 The addition and multiplication were 

instantiated by simply using the "+" and "*" 

signs in VHDL. 

Since an appropriate convolution 

implies a division by the number of pixels in 

the window, a certain trick has had to be put 

in this part of the execution of our algorithm. 

The hardware dividers on FPGAs are quite 

large and slow. In addition, they must be 

attached directly to the FPGA architecture. 

It was considered necessary to use the shift 

method instead of the division. Fig.7 shows a 

graphical representation of the 

mathematical operations of the convolution 

filter [9]. 

The VHDL execution of the convolution 

operator, called "conv_3x3.vhd", has a 

hierarchy that is similar to the hierarchy of 

the "odf_filt_3x3" windowing operator. It 

contains an instantiation of fenetre_3x3, 

that is, a counter that allows access to the 

mobile feature of Pixels window. 

A. HDL TEST BENCH PROCESSES 

   In order to examine the correct 

functionality of the codes, the VHDL tool 

provides a device called: simulation. The 

simulation takes the VHDL code and 

simulates how it would work in the 

hardware. In order to do this correctly, the 

code designer must provide valid inputs to 

the simulator to produce the expected 

outputs. 

 

 
Fig.7.  Convolution operation. 

 
 

Fig. 8.  Hierarchy of the filter 

conv_3x3. 

 

The VHDL algorithm structure is shown 

in Fig. 8. 

An efficient and common method of 

simulating codes on VHDL is the use of a 

special type of code called a test bench 

(VHDL_TEST_BENCH). The test benches 

effectively surround the VHDL code that the 

designer wishes to simulate and also provide 

the stimulus to the entity examined, (Fig.9). 

 

 

 

 
 

Fig. 9.  Hierarchy of the test bench 

processor. 

 

Entry 
window 

Convolution 
mask 
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Fig. 10.  Simulation of the convolution  filter. 

 

 If you want to view the processed 

image, another device must be included in 

the test bench to allow file writing. 

 

 

  These devices are key to the 

profitability of the test benches used in the 

When you want 

to process images with a VHDL algorithm, 

you first create a test bench that can read 

the folder containing the project, and are 

quite useful once paired with a program 

such as MATLAB, which provides effective 

image representation and viewing 

capabilities. A test bench for the file 

"odf_filt_3x3.vhd" and "conv_3x3.vhd", 

appropriately called "odf_filt_3x3_TB.vhd" 

and "conv_3x3_TB.vhd". 

 

An example of simulation of the 

convolution filter is given in Fig.10. 

3. TESTS AND RESULTS 

   Fig. 11 and 12 show comparisons 

between the VHDL and  MATLAB 

algorithms for the two filters used. 

 

The result of a convolution operation 

with K1 (left image of Fig. 11) results, after 

processing on FPGA (VHDL), gives the 

output (right image) of Fig. 11. It is clear 

that the information is saved. 

The result is greatly improved for a 

window 4. Figure 12 shows on the left an 

image after the windowing operation and on 

the right the result of the VHDL output. 

 

 
 

Fig.11. Comparison between the VHDL and MATLAB   (left)   algorithms of "conv_3x3" with 

gain = K1(right) 
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Fig. 12. Comparison of the "odf_filt_3x3" VHDL and MATLAB algorithms with order = 

4.(left)Convolution operation with K1.(right) 

 

 

4. CONCLUSION 

   FPGAs are often used for the 

prototyping of complex systems (eg SoC), as 

well as for systems dedicated to signal and 

image processing. 

   Hardware description languages 

such as VHDL or Verilog, usually used for 

FPGA development, are concurrent in 

nature. The programming in VHDL implies 

a good knowledge not only of the algorithm 

but also of the architecture of the FPGA and 

of the compiler used. 

   To better exploit the intrinsic 

parallelism of the algorithm, it must perform  

parallel processing tasks to satisfy time 

constraints. 

In our article, we have a design that 

allows to implement an image signal 

processing equipment directly in VLDL 

language. 

   Spartan 3 to RAM memory compared 

to the large size of algorithms dedicated to 

image processing that requires powerful 

processing. 

   The goal is to keep the flexibility and 

flexibility of the process on the one hand and 

to take advantage of the material resources 

available in the FPGA. 
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ABSTRACT 

This Dans cet article, nous présentons une 

antenne patch à deux éléments rayonnants 

pouvant être utilisée pour les applications sur 

la bande K. La performance de l'antenne est 

décrite avec l'intégration d'une structure 3D 

(3 dimensions) de bande interdite 

électromagnétique (BIE). Le réseau BIE se 

compose d’éléments qui sont disposés dans 

différentes forme placées au-dessus du patch 

d'antenne Après avoir comparé quelques 

structures, nous avons retenu celle 

présentant le gain le plus élevé et la 

directivité la plus directive possible. 

An L’ensemble antenne et structure BIE a 

été optimisé pour obtenir en définitive une 

structure rayonnante compacte possédant 

une adaptation de - 36 dB et un gain réalisé 

de 16.5 dB à la fréquence de fonctionnement. 

À 21,6 GHz, l’antenne peut aussi être utilisée 

pour des services satellites avec des 

applications en systèmes de communications, 

télédiffusion, et télédétection ainsi que de 

nombreux systèmes de radars et radiomètres. 

Key Words: Antenne planaire, BIE 3D, 

métamateriaux. 

 

1. INTRODUCTION 

Les antennes micro-ruban sont 

aujourd’hui très utilisées en raison de leur 

faible poids et de leur encombrement réduit. 

Cependant, elles possèdent une bande 

passante étroite typiquement de quelques 

pourcents et un gain modéré [1]. Depuis 

quelques années déjà, il a été montré que 

l’utilisation des structures BIE permettait 

d’améliorer les performances d’une antenne. 

Le succès des demi-matériaux BIE réside 

dans le fait que ces matériaux sont associés 

de manière périodique et possèdent des 

plages fréquentielles pour lesquelles aucun 

mode ne peut se propager. Cette périodicité 

crée artificiellement un filtre spatial et un 

filtre fréquentiel qui peuvent être très 

intéressants pour la réalisation d'antenne [2]. 

L’objectif de ce travail est d’étudier l’apport 

du BIE sur les performances (gain, 

adaptation d’impédance, directivité). 

Différentes structures 3D avec différentes 

permittivités sont illustrées afin de voir leurs 

influences notamment sur le gain et la 

directivité ainsi que sur le coefficient de 

réflexion S11. 

 

2.  ANTENNE PATCH AVEC BIE 

2.1. Antenne patch à deux éléments 

rayonnants : 

 
L’´élément rayonnant le plus utilisé est celui 

de forme rectangulaire Fig. 1, dont l’axe de 

symétrie passe par le point d’excitation. Ses 

dimensions sont la largeur w qui doit être 

inférieure à λg = λ0/√εr pour éviter les modes 

d’ordre supérieur et sa longueur L, 

légèrement inférieure à la demi-longueur 

d’onde dans le diélectrique équivalent εeff [3], 

[4], [5]. 
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Figure.1: Antenne patch rectangulaire à deux 

éléments 

 

La technique d'alimentation du patch dans 

Fig. 1. est discutée dans [5]. 

La largeur du patch est donné par : 
 

𝑤 =
1

2𝑓𝑟√𝜇0𝜀0
√

2

𝜀𝑟+1
=

𝜐0

2𝑓𝑟
√

2

𝜀𝑟+1
              (1) 

 
Pour w/h > 1 la permittivité effective est 

donnée par la relation suivante : 

𝜀𝑒𝑓𝑓 =
(𝜀𝑟+1)

2
+

(𝜀𝑟−1)

2
[1 + 12

𝑤

ℎ
]

−
1

2          (2)  
                                       

 L'extension de la longueur du patch est 

donnée par : 
 

∆𝐿𝑒𝑓𝑓

ℎ
= 0.412

(𝜀𝑒𝑓𝑓+0.3)(
𝑤

ℎ
+0.264)

(𝜀𝑒𝑓𝑓−0.258)(
𝑤

ℎ
+0.8)

                           (3) 

𝐿 =
1

2𝑓𝑟√𝜇0𝜀0√𝜀𝑒𝑓𝑓
− 2∆𝐿                                     (4)                                                

 
L'impédance caractéristique d'un 

transformateur quart-d’onde est : 

 

𝑍𝑇 = √𝑍𝑎 + 50                                             (5)                                                          

 

𝑍𝑎 = 90
𝜀𝑟

2

𝜀𝑟−1
(

𝐿

𝑤
)

2

                                             (6) 

                                                       
La largeur de la ligne de transition : 

 

𝑍𝑇 =
60

√𝜀𝑟
𝑙𝑛 (

8𝑑

𝑤𝑡
+

𝑤𝑡

4𝑑
)                                         (7) 

                                                                  
La longueur d’un transformateur peut être 

calculé par : 

 

𝜆𝑇 =
𝜆0

4√𝜀𝑒𝑓𝑓
≈

𝜆0

4
                                                (8) 

 

 

Pour deux antennes patch, le schéma 

électrique équivalent qui prend en compte le 

couplage entre les patchs est montré dans 

Fig. 2. Les éléments qui caractérisent le 

couplage sont Cc2 et Cc1. 

Le modèle que nous proposons est constitué 

de deux circuits électriques équivalents 

d’antennes patchs. Chaque circuit électrique 

équivalent d’antennes est constitué d’un 

circuit RLC en parallèle (une résistance R1, 

une capacité C1 et une self L1) représente la 

première antenne, en parallèle avec (une 

résistance R2, une capacité C2 et une self L2) 

représente la deuxième antenne, les deux 

antennes sont identiques (R1=R2=R, 

C1=C2=C et L1=L2=L), les éléments qui 

caractérisent le couplage sont Cc2 disposé 

horizontalement et Cc1 disposé verticalement 

[6] [7]. 

 

Figure.2:  Circuit électrique équivalent de deux 

patchs 

2.2. Fonctionnement d’une antenne BIE 

3D  

Les structures tridimensionnelles, comme 

leur nom l’indique, sont des structures dont 

la constante diélectrique est structurée 

périodiquement dans les trois directions. 

Cette section résume plusieurs applications 

typiques de BIE dans la conception 

d'antennes dans l'espoir de stimuler les 

discussions et de nouvelles voies de recherche 

dans ce domaine. On va discuter les 

caractéristiques d’une antenne patch avec 

différentes structures BIE (3D) au-dessus 

sans tenir en compte la bande interdite 

électromagnétique Fig. 3. 

 
Fig.3: Structures BIE : (a) Tiges, (b) Boules, (c) 

Cubes et (d) cylindre 
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Une étude paramétrique a été réalisée pour 

cette antenne, y compris les structures et les 

espacements BIE. Le fonctionnement d’une 

antenne BIE repose sur un mode de structure 

qui a une fréquence de coupure fixée par la 

résonance longitudinale entre le plan de 

masse et le demi-matériau BIE. Cette 

fréquence de résonance fondamentale qui 

donne la fréquence de fonctionnement de 

l’antenne est fonction de la hauteur h du 

résonateur et du coefficient de réflexion du 

demi-matériau BIE (ϕSUP et RSUP) comme 

cela est montré avec (9) [8]. Ce dernier, influe 

également le facteur de qualité Q, qui 

conditionne les performances de la structure. 

La cavité Fig. 4 a une épaisseur de λ0/2 et la 

structure BIE est constitué de 2xn couches 

diélectriques de différentes permittivités et 

d’épaisseur λg/4. Les couches diélectriques 

sont séparées horizontalement par des 

couches d’air, également d’épaisseur λ0/4. λ 

est la longueur d’onde pour laquelle l’antenne 

fonctionne [9]. 

Le système est totalement caractérisé par les 

vecteurs de réseau, les constantes 

diélectriques des formes BIE et du milieu 

entourant. 

ℎ =
𝜆

2
(

𝜙𝑆𝑈𝑃+𝜙𝐼𝑁𝐹

2𝜋
) ≈

𝜆0

2
                            (9) 

 
𝑓0 =

𝑐

2ℎ
(

𝜙𝑆𝑈𝑃+𝜙𝐼𝑁𝐹

2𝜋
)                                (10) 

 

𝑄 =
√𝑅𝑆𝑈𝑃

1−𝑅𝑆𝑈𝑃
(

𝜙𝑆𝑈𝑃+𝜙𝐼𝑁𝐹

2
)                         (11) 

 
ϕSUP et RSUP : respectivement la phase et le 

module du coefficient de réflexion de 

l’interface supérieure (demi-matériau BIE). 

ϕINF : la phase de l’interface inférieure (égale 

à  dans le cas d’un plan de masse 

métallique). 

h : hauteur de la cavité. 

 

Figure.4: Structure de base d’une antenne BIE 

3D 

3. SIMULATION ET RESULTATS 

Une simulation antennaire a été 

effectuée à l’aide du logiciel CST Microwave 

Studio. 

 
(a) 

 
(b) 

Figure.5: Comparaison des paramètres S d'une 

antenne patch avec différentes structures BIE, 

(a) : (antenne seule, Cylindre et tiges), (b) : 

(antenne seule, boules et cubes) 

 

 Les résultats présentés ci-dessous Fig. 5 

sont issus de la simulation. L’antenne seule a 

une fréquence de résonance = 21.36 GHz et 

offre un gain de 12.3 dB, une bande passante 

de largeur 0.84 GHz (20.97-21.82 GHz) où le 

coefficient de réflexion S11= -36.8 dB, l’ajout 

des structures BIE au-dessus de l’antenne 

agit sur la fréquence de résonance, on observe 

le décalage fréquentielle de quelques dizaines 

de MHz. 

La figure 6 révèle la variation du Gain en 

fonction de la constante diélectrique pour 

chaque structure BIE, on remarque que le 

gain des BIE tiges et cylindre diminuent 

progressivement en augmentons leurs 

permittivité électrique tandis que le gain des 

BIE boule augmente de quelques dB. Pour = 

10.2, l’intégration de BIE cubique a 

nettement amélioré les performances de 

l’antenne et offre un gain de l’ordre de 16.5 dB 
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à la fréquence de résonance = 21.6 GHz, une 

largeur de bande de 0.84 GHz où le coefficient 

de réflexion S11= -36 dB. 

Sachant qu’en 3D, il y a un nombre infini 

de géométries possibles. Mais, en particulier 

on ne s’intéresse pas à celles qui avantagent 

l’existence d’une bande interdite complète ou 

quasi-complète.  

Normalement, plus grand sera le 

constante diélectrique, plus grande sera la 

probabilité que la structure de bandes 

s’ouvre. Ce fait est dû à la diffusion plus forte 

de la puissance. Maintenant on peut se 

demander si chaque géométrie d’une 

permittivité électrique assez grande aura la 

même diffusion d’énergie. Pour les structures 

2D, c’est presque le cas, à moins que les tiges 

carré offre une BIE plus large que celle de 

tiges cylindriques. Mais pour les structures 

3D, c’est beaucoup plus difficile, pour deux 

structures différente (Tiges – Cube) la 

variation du gain est inversement 

proportionnelle, ce qui signifie que plus la 

constante diélectrique du BIE est élevé plus 

l’espacement d’air entre les formes joue un 

rôle important sur l’entrelacement des 

faisceaux. 

 
 

Fig. 6. Comparaison du gain réalisé de 

l'antenne patch avec différentes structures BIE 

et constantes diélectrique 

 

 Une autre figure Fig. 7. représente la 

directivité de l’antenne dans le plan E et H, 

elle est de l’ordre de 16.6 dBi. Les angles φ et 

θ, connus des coordonnées sphériques (φ 

représente l’angle avec l’axe X dans le plan 

XY, θ représente l’angle avec l’axe Z). 

Dans les deux plans, la différence entre les 

deux simulations est faible. Aussi on 

remarque que dans le plan XZ la directivité 

est beaucoup plus symétrique autour θ = 0 

que dans le plan YZ. Ce fait, on peut expliquer 

à partir de l’asymétrie dans ce plan causée 

par l’alimentation, car la ligne micro ruban 

présente une asymétrie qui génère des modes 

d'ordres supérieurs produisant un 

rayonnement de polarisation croisée, pour y 

remédier à cet état de fait l'alimentation par 

fente est une solution alternative. 

 Un couplage électromagnétique est 

introduit à travers une petite fente réalisée 

dans le plan de masse qui sépare deux 

substrats l'un portant l'élément rayonnant et 

l'autre la ligne micro ruban, cette 

configuration permet une optimisation 

indépendante entre la ligne d'alimentation et 

le patch, facile à modéliser et présente un 

rayonnement parasite modéré. Cependant, 

elle est la plus difficile à mettre en œuvre et 

présente une bande passante étroite. 

 
Fig.7: Diagramme de rayonnement de l'antenne 

rectangulaire avec BIE cubique. 

 

Le tableau suivant montre l’évolution 

du gain en fonction de la permittivité 

électrique pour chaque structure BIE, la 

variation de la constante diélectrique agit 

différemment sur le gain et la directivité de 

chaque structure. Cette augmentation n’aura 

pas d’effet au-delà de certaine valeur. 

 

Constante 
dielectric 

(εr) 

Antenne 
seule 
(dB) 

 Structures BIE (Gain (dB)) 

Tige Boulle Cylindre Cube 

Arlon Cu 
217LX (2,2) 12.3 14.8 13.5 15 13.6 

Arlon AR 
450 (4,5)  14 14.5 9.56 14.7 

ESL 41020- 
70C (8)  12.8 15.1 8.5 15.5 

Rogers 
RO3210 
(10,2) 

 10.1 14.2 8.3 16.5 
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 Avec les BIE cubique ; la directivité Fig. 8. 

devient plus étroite. Par conséquence, le gain 

de augmente d’environ 4.2 dB. 

On observe l’apparition des lobes 

secondaires, mais ils sont assez petits. Aussi 

au niveau de la directivité, les résultats avec 

une structure BIE de couches infinis sont peu 

meilleurs qu’avec des couches BIE fini. Mais 

il y a seulement une différence de quelques 

dixièmes de décibels, donc en pratique 

négligeables. 

 
Fig.8 : Diagramme de gain 3D calculé avec CST 

pour un réseau carré tridimensionnel de 8 

couches de forme cubique 

    Avec quatre couches la réflexion n’est pas 

trop bonne. Aussi la directivité est moins 

performante. L’antenne ne peut pas bien se 

coupler à la cavité construite par le plan 

métallique et la structure BIE. C’est à cause 

du fait que quatre couches diélectriques ne 

sont pas assez pour former un miroir de basse 

transmission, nécessaire pour obtenir une 

cavité qui fonctionne comme la cavité Fabry-

Pérot. La cavité a de grandes pertes et un bas 

facteur de qualité. Avec 8 couches la réflexion 

est encore meilleure qu’avec deux, l’antenne 

est encore mieux couplée à la cavité. La 

directivité devient de plus en plus étroite et 

son gain plus élevé. L’antenne présente un 

diagramme de rayonnement permettant un 

rendement optimal de l’ensemble avec des 

lobes secondaires faibles. 

 
4. CONCLUSION 

Les résultats s’avèrent relativement 

concluants et montrent qu'une antenne patch 

avec BIE de forme cubique au-dessus a une 

performance nettement améliorée par 

rapport à une antenne patch puisque de forte 

directivité et gain sont constatés. 

L’antenne avec BIE occupe un volume 

réduit de 26.75 mm ×20.23 mm ×24.18 mm. A 

partir des résultats, il est observé que le gain 

maximal obtenu est de 16.5 dB, une 

directivité de 16.6 dBi, une largeur de bande 

de 0.84 GHz où l’adaptation est de - 36 dB. 

Aussi la structure inverse, des formes d’air 

dans un milieu diélectrique, est une bonne 

possibilité à considérer mais la simulation n’a 

pas donné de bonnes résultats. 

L’antenne est d’ordre technologique et se 

rapporte à la possibilité d’usiner des cubes 

diélectriques suivant leurs épaisseurs, si 

possible de manière constante sur des 

dimensions importantes. La précision à tenir 

est réellement délicate. La technologie LTCC 

(Low Temperature Co-fired Ceramic) est une 

bonne alternative comparée aux technologies 

planaires classiques, de micro-usinage sur 

silicium. De plus, les procédés de fabrication 

de cette technologie multicouches sont 

maintenant établis. Elle présente 

d'excellentes précisions de fabrications, des 

solutions d'intégration 3D et des coûts de 

fabrication à grande échelle modérés. 
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ABSTRACT 

In this paper, we propose a multi-band 

rectifier design based on hybrid junction 

technology for harvesting radiofrequency 

energy. The suggested rectifier is optimized 

to operate at four popular ambient 

frequencies GSM-1800GHz, UMTS-

2100GHz, WiFi -2.45GHz and 2.6GHz-4G 

bands. The achieved design was able to 

function as one to four bandpass filter as a 

result of optimizing each transmission line of 

the hybrid junction ring to obtain its own 

characteristic impedance and electrical 

length. Beside of  reducing 23.6% of the 

overall size compared to  literature, the 

proposed design simulations satisfy the  

energy harvesting applications requirements 

for each signal band, broadband and multi-

band ambient energies, where the output 

voltage across the resistive load will be eight 

times multiplied due to the  four stages 

voltage doubler. 

Key Words: Radiofrequency, Energy 

harvesting, Optimized hybrid junction, 

Multi-band, Voltage doubler. 
 

1. INTRODUCTION 

The 21st century has seen the speediest 

technological growth, where researchers over 

the globe needed to concoct an adaptable and 

most importantly an innovative solutions to 

enhance the autonomy of supply systems for 

low power electronic devices without 

influencing their embeddability. The issue 

was raised to the surface for the simple 

reasons that batteries and customary supply 

systems have failed to answer to distant 

correspondence and incorporated electronic 

devices necessities under brutal living 

conditions and in remote and isolated 

regions. In this context, harvesting ambient 

RF (Radiofrequency) energy vitality have 

sparkled as an essential, attractive and above 

all a creative solution in order to improve and 

broaden their efficiency which serves out 

their productivity and makes them less 

dependent. 

The fundamental idea of Rectenna 

(Rectifying-Antenna) circles around utilizing 

an antenna to retrieve the surrounding RF 

power and afterward converting it to valuable 

DC power by means of its key part, the 

rectifier. Naturally, so as to  expand the 

measure of the collected RF energy, the 

utilization of wideband or multi-band 

antennas is by all accounts the most fitting 

methodology (see figure 1). However, it would 

be totally pointless without improving the 

rectifier’s effectiveness. 

 Several attempts were made to 

ameliorate the rectifier’s efficiency such in 

branch-line coupler use to accomplish the 

broadband behavior [1] ,or the use of hybrid 

junction, which is utilized as a power divider 

in order to achieve multi- band function [2]. 

Although, designing a multi-band and 

efficient rectifier with a sufficient output 

voltage that has to be imprinted on a small 

size layouts is a significant challenge,  

Nevertheless, the proposed designs in [2] [3] 

[4] exhibit some disadvantages  either on the 

extent of the rectifier [5] or on the output 

voltage level. 
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 In our work, a quadri-band rectifier  

based on  the optimized hybrid junction is 

concepted to work at the GSM-1.8 GHz, 

UMTS-2.1 GHz, Wi-Fi-2.45 GHz, 4G-2.6 GHz 

frequencies. The rest of the article is 

organized as follows. Section 2 is dedicated to 

detail the ABS’s of the proposed quadri-band 

rectifier based on hybrid junction design.  

Simulations and results are shown and 

discussed in section 3. Finally, we end the 

paper by a conclusion. 
 

2. RECTIFIER DESIGN 
The rectifier circuit is designed based on 

the optimized 180° hybrid junction ring 

coupler [5]. Generally, the hybrid junction 

ring comes at an extensive size and a narrow 

bandwidth and it is usually used for RF 

signal synthesis, isolation and division [2].  
The basic idea of our work was inspired 

from Li Z and al [5] paper, where each 

transmission line of the hybrid junction ring 

will function as a bandpass filter at the 

chosen operating frequencies. Denoted as E, 

O1, O2, O3 and O4, the access of the 

optimized hybrid junction refers to the sum 

entrance and output ports respectively, 

where the signal at the sum entrance will be 

divided and filtered according to the 

bandwidth of eachoutput branch of the 

optimized hybrid junction ring. In our work, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

we extended the topology of the optimized 

hybrid ring junction in order to rectify and 

harvest the most existing four 

aforementioned ambient frequencies energy 

that maintain and guarantee an embeddable 

size of the energy retrieving antenna 

(1.8GHz-GSM, 2.1GHz-UMTS, 2.45 GHz-

WIFI, 2.6GHz-4G), hence, the rectifier’s 

efficiency is increased as same as the 

harvested output voltage. 
 

 
Figure. 1: Multi-band Rectenna topologies: 

(a) Mono/multi or wide bandpass RF filter with 

one rectifier rectenna, (b) Multi-band Rectenna 

with separated rectifiers 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure.2: Schematic of the quadri-band optimized hybrid junction ring rectifier 
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As shown on the schematic depicted in 

Figure 2, the mixt reaped RF power enters 

the circuit via the 1st optimized transmission 

line E (Multi-Tone Signal Entrance) and will 

be filtered and divided on the four output 

transmission lines branches O1,O2,O3 and 

O4 respectively of the optimized hybrid 

junction each to its corresponding frequency, 

then we followed  the branches by an 

impedance matching circuit, a Voltage 

doubler based on HSMS SMS 7630 Schottky 

diode at each branch and a low pass filter 

which attempts to block the harmonics, 

isolate  the resistive load from the RF signal 

and act as a DC filter and finally, a resistive 

load. The SMS 7630 Schottky diode was 

chosen because of its fast transit response 

and its low threshold voltage, which makes it 

perfect for high frequency application. 

The rectifier is designed on an overall 

dimension of 62.5mmX 55.6mm including the 

filters  and the voltage doublers which is 

23.6% smaller than the designs in found in 

the literature [2] [5]. 

At the end of each branch of the optimized 

hybrid junction, a Short-Circuit matching 

stubs (MO1, MO2, MO3 and MO4 

Respectively) are matching the branches each 

at a specific operating frequency. In order to 

multiply the harvested DC output voltage, 

the voltage doublers are stacked together at 

the same polarity, thus, the output voltage is 

eight times multiplied across the resistive 

load. 

Since the main objective of our work is 

mostly to provide an alternative solution to 

the conventional supplying systems, this by 

reducing the consumed energy cost for low 

consuming electronic devices, moreover, 

diminishing the rectifier’s manufacturing 

cost. For this end, we sought to utilize a 

popular and low-cost substrate material to 

concept the desired design on: FR4, with a 

relative permittivity of 4.3 and 1.58 mm of 

thickness.  

3. SIMULATIONS AND RESULTS 
The first steps of followed methodology  

were to modify and tune the original form of 

the hybrid junction ring by optimizing the 

electrical length and the width of  each  of  all 

its transmission lines, therefore,  the  final 

obtained optimized hybrid ring junction have  

achieved the filtering and dividing behavior 

as needed at the four operating frequencies to 

perform the optimization, we exploited 

Keysight Advanced Design System 2016 tool, 

where the primer goals limitations states at 

the schematic design were set and 

accomplished while considering  the overall 

size miniaturization aim. The next stage was 

to match the rectifying circuits with our 

optimized hybrid junction output branches 

each at its operating frequency. Once the 

simulations are completed, a bored layout 

design is built and simulated on Momentum 

to analyse its comportment and create a 

lookalike lumped component model that will 

mimic the examined behaviour and uses it at 

the Co-simulation to confirm the results. EM 

Co-simulation has been proved to be an 

accurate tool that verifies the performance of 

such schematic designs [6]. The generated 

lumped model is then transferred to a new 

schematic area, where we put the final design 

into evaluation afterwards we compared the 

final and the primer obtained results. 

Table.1 Dimensions of the final layout for the 

proposed quadri-band rectifier 

Transmission 
Line 

Length 
 (𝑚𝑚) 

Width 
(𝑚𝑚) 

E Le 6.17 We   2.5 
TL1 L1 10.5 W1  2.5 
TL2 L2 11.5 W2 0.82 
TL3 L3 10.6 W3 2.6 
TL4 L4 11.25 W4 0.9 
TL5 L5 43.5 W5 1.7 
O1 Lo1 6.98 Wo1 3.98 
O2 Lo2 6.4 Wo2 0.5 
O3 Lo3 24.96 Wo3 0.5 
O4 Lo4 10.2 Wo4 0.5 
MO1 Lm1 8.4 Wm1 2.56 
MO2 Lm2 6.8 Wm2 2.51 
MO3 Lm3 7 Wm3 2.53 
MO4 Lm4 7 Wm4 2.51 
Rectifier’s  
T-Line Lr 8.1 Wr 0.84 

 
Figure 3 illustrates the final design of the 

quadri-band rectifier’s layout. This outcome 

was generated after fixing the resistive load 

R value at 4KOhm, the low-pass filter 

capacitors C5, C6, C7 and C8 each at 10 nF 

each and the rectifier’s capacitors C1, C2, C3 

and C4 all at 100 pF each. The final layout’s 

dimensions of the optimized hybrid ring 

quadri-ban rectifier are mentioned in Table 1. 
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Figure.3: Schematic and dimensions of the final 

layout of the optimized hybrid junction ring 

Quadri-band rectifier 

 

The return loss of the simulated schematic 

design and the co-simulated layout design are 

properly matched as portrayed in figure 4. 

During the simulations, we obtained a return 

loss S11 of -18 dB at 1.8GHz, -21.5 dB at 

2.1GHz, -15 dB at 2.45 GHz and -14 dB at 

2.6GHz whereas we achieved a -22.5 dB at 

1.8GHz, -23.5 dB at 2.1GHz, -12 dB at 2.45 

GHz and -13 dB at 2.6GHz for Co-

simulations. 

In order to verify the validity of the 

proposed rectifier, we introduced a multi-tone 

signal of our four operating frequencies at the 

entrance E with the amplitude of 1V. The 

rectifier’s output voltage over time is shown 

in the figure 5. 

 
 

Figure.4: Simulated and Co-simulated return 

loss of the quadri-band optimized hybrid junction 

rectifier 

 

   In table II we demonstrate the comparative 

results we obtained for our proposed 

optimized junction ring with the works that 

inspired our research, wherein our work, 

the proposed rectifier covers four bands on a 

smaller layout surface and low-cost  

materials. Compared to the literature, our 

proposed approach showed a clear 

improvement to recently suggested 

architectures, in which, one more frequency 

band has been explored and rectified which 

increases the final output voltage. 

 

 
 

Figure.5:  Simulated output voltage across the 

resistive load in function of time 

 
TABLE.2 COMPARISON WITH PREVIOUS WORKS 

 

 Reg
istered 
Designs 

Operating 
Frequency 
Bands (GHz) 

Overall Size 
(mm²) 

Output 
Voltage 
Multipli-
cation 

Sun and al 1.8 & 2.1 144 X55 2 
Takhadmit 
and al 1.8 & 2.45 77 X 98 3 

Li Z and al 
1.8, 

2.1&2.41-
2.59 

70X65 6 

This work 1.8,2.1, 2.45 
& 2.6 62.5X 55.6 8 

 

4.  CONCLUTION 

In this work, we proposed an optimized 

multi-band hybrid junction RF-DC rectifier. 

The concepted rectifier has achieved the 

performance of one to four band-pass filtering 

by tuning the electrical length and the 

characteristic impedance of each of its 

transmission lines. The SMS 7630 Schottky 

diode was chosen as the main element of the 

four-stage voltage doubler that was combined 
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at four stages and matched to the optimized 

hybrid ring each branch at its specific 

operating frequency in order to increase the 

harvested DC voltage. 
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ABSTRACT 

In this paper, a kind of magneto-optical 
(MO) fiber of Yttrium iron garnet Y3FE5O12 
(YIG) is presented. It is well known that YIG 
has large Faraday rotation (FR) and high 
saturation magnetization. Our work aims to 
study the mode coupling TE-TM, in order to 
obtain a nonreciprocal effect, which depends 
on the FR and to determine the MO 
properties of the proposed structure. The 
core diameter and gyrotropy are varied to 
examine their effects on mode conversion 
TE-TM efficiency, coupling length and FR. 
To perform the numerical study, the Beam 
Propagation Method is used. When the 
gyrotropy parameter is equal to 0.04, the 
simulation results show an interesting mode 
conversion efficiency of 91 % with a FR of 
2.04×104 °/cm. The proposed structure 
displays attractive MO properties, which 
make it suitable to the design of optical 
isolators. 
Key Words: Faraday rotation, Gyrotropy, 
Mode conversion, Optical fiber, YIG. 

 
1. INTRODUCTION 

The progress of optical fiber 
communication systems has encouraged the 
optical isolators demand. Since, the only 
existing isolators are enormous and costly. 
The necessity of low-cost and solid isolators 
that can be coordinated with other optical 
devices is required. To satisfy this claim, 
various optical waveguide isolators scheme 
have been investigated and classed generally 

into two categories: relying on nonreciprocal 
transverse electric/transverse magnetic 
(TE/TM) mode conversion and configurations 
relying on nonreciprocal phase shifts [1]. The 
integration of such devices on semiconductor 
platforms has been challenging because of 
material incompatibilities between 
semiconductors and magneto-optical (MO) 
materials that require wafer bonding, and 
because of the large footprint of isolator 
designs [2]. MO isolators, which are similar 
to electrical diode, are incorporated to 
achieve the nonreciprocity onto photonic 
platforms and hence, protect light sources 
[3]. The origin for all non-reciprocal effects is 
related to the FR [4]. Magnetic garnet films, 
with large Faraday rotation combined with 
low optical losses, have been intensively 
examined in last years. The basis of most 
experiments is the nonreciprocal TE-TM 
mode conversion [5]. YIG compound, is a 
versatile ceramic material. It is known with 
the following interesting properties: high 
melting point, large resistivity, high 
electromagnetic properties [6] and high 
electric resistivity, high radiation stability, 
comparatively low magnetization narrowest 
ferromagnetic line width and consequent low 
losses. YIG appears as the best magnetic 
material for high-frequency applications [7] 
and offers an important FR effect and a good 
transmittance near infrared region [8]. 
These interesting properties allow new 
devices development, which suit various 
applications in optical devices [9]‒ [13]. 

In this paper, a theoretical study of a MO 
fiber based on of YIG is represented. The 
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main aim was to realize the TE-TM mode 
conversion. This technique consists in 
producing, under the influence of a magnetic 
field parallel to the direction of propagation, 
a coupling between the modes TE and TM, 
which is a way of obtaining a nonreciprocal 
effect in a guided configuration. 

 
2. THEORETICAL METHOD AND 

STRUCTURE 

We assume that in the absence of 
external magnetic field, the material is 
isotropic and the magnetization is directed 
along the z-axis and parallel with direction 
of light propagation. The permittivity tensor 
of magnetic medium ~ [14] is given by the 
following expression: 
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where, the non-diagonal terms xy  = ‒ yx , 

correspond to the magnetic gyration, and 
have a linear dependence with the 
magnetization. If the attenuation coefficient 
is equal to 0, so that we have xx  = yy = zz = 

material and xy = ‒ yx = g, with g 
characterizing the gyrotropy parameter. The 
specific FR parameter θF(◦/cm) is related to 
the tensor components of the effective 
dielectric permittivity as follows [15]: 
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where Re(g), n and λ are real part of the MO 
permittivity, refractive index and the 
wavelength, respectively. The variation of 
the isolation ratio with wavelength can be 
understood by considering its dependence on 
the linear birefringence Δn and the FR 
rotation angle θF of the material constituting 
the waveguide. The familiar expression for 
the maximum mode conversion efficiency 
Rmis then given by [16]: 
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where Δβ (◦/cm) is the phase mismatch 
between TE and TM modes: Δβ = 2πΔNm/λ, 

where ΔNm is the modal birefringence which 
is defined by the difference between the TE 
and TM effective index for mode number m, 
and λ is the light wavelength [17]. This 
relation of Rm (%) corresponds to a distance 
LC (µm) [18]. 
 

+ 
= 

2 2( )4
F

CL
 

                                           

(4) 

 
Figure.1: Cross section of the MO PC fiber. 

 
The investigated MO fiber shown in 
Figure.1, consists of single mode 
conventional optical fiber of YIG, where the 
ncore = 2.28 and ncladding = 2.27 with a length 
equal to 800 µm and 𝜆 = 1.55 µm. To 
simulate the propagation of a beam in the 
photonic crystal (PC) fiber and to study the 
mode conversion, we used the Beam 
Propagation Method . The finite difference 
BPM represents the basis of the 
programming of the computational 
algorithms adopted by the software that we 
used along our work, BeamPROP from the 
company RSoft [19]. 
 
3. RESULTS AND DISCUSSION 

The effect of g on the MO properties of 
this structure is examined for a core 
diameter d = 10 µm with g = 0, 0.01, 0.02, 
0.03, and 0.04 are reported on Figure.2, (a), 
(b), (c), (d), and (e), respectively. 
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(a)  

(b)  

(c)  

(d)  
 

(e)  

Figure.2: Mode conversion with d = 10 µm for 
g = 0 (a), 0.01 (b), 0.02 (c), 0.03 (d), and 0.04 (e)  

(a)  

(b)  

(c)  

(d)  

 
(e) 

Figure.3: Mode conversion with g = 0.01 for d 

= 5, (a), 6 (b), 7 (c), 8 (d), and 9 µm (e) 
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Figure.2 represents the variation of the 
mode conversion as a function of the 
gyrotropy for core diameter d = 10 µm. It can 
be seen that the gyrotropy affects the 
conversion mode, for g = 0, the modes are 
separated. The existence of this term 
induces a coupling of modes, which increase 
proportionally. The modes begin to couple 
together from g = 0.01 and they are strongly 
coupled as the gyrotropy increase. Figure.3, 
represents the influence of the core diameter 
d on the conversion mode efficiency for g = 
0.01. It can be seen that with the increase of 
d, the efficiency increase and the mode 
conversion remains constant. 

Further investigation has been 
undertaken in order to study the influence of 
both, geometrical and physical parameters 
on the MO properties of this structure. The 
variation of the core diameter d in the 5‒10 
µm range and the gyrotropy g from 0.01 to 
0.04 with an increment of 0.005 is displayed 
in Figure.4. A nonlinear dependence of the 
mode conversion efficiency with the core 
diameter is observed. Whereas, at the same 
time, Rm is inversely proportional to the 
increase of g, a conversion of 96 % is 
achieved for g = 0.01 and diameter equal to 
10 µm. This value decreases to 91 % for g = 
0.04. It appears that a rather large diameter 
is required. 

 
Figure.4: Influence of the core diameter d on 

the mode conversion efficiency at 𝜆 = 1.55 µm 
and various values of the g parameter 

 
Figure.5 shows the coupling length LC as 

a function of the gyrotropy g and the core 
diameter d of the proposed MO fiber. The 
coupling is inversely proportional to the 
increase of d, and exhibits an exponential 
decay with the increasing of g, which means 
that the coupling is faster when we increase 
the gyrotropy. For g = 0.04, LC is equal to 

41.22 µm and when g = 0.01, LC = 186.25 
µm, when d decreased LC is equal to 51.22 
µm and 228.16 µm for g = 0.04 and 0.01, 
respectively. The constant tensor enables the 
mode coupling TE-TM in a periodic manner, 
and the variation of these parameters has a 
much greater influence on the FR due to the 
existing relationship between them as shown 
in Equation (1). 

 
Figure.5: Influence of the gyrotropy 

parameter g on the coupling length distance at 
various values of the core diameter d 

 
The variation of FR in function of the core 

diameter for different gyrotropy values 
represented in Figure.6 shows linear 
relation. It increases with the increase of g, 
for g = 0.01, FR reaches a value of 5093.38 
°/cm and increases to 2.04 × 104°/cm for g = 
0.04. In addition, the core diameter does not 
affect its variation. These results show that 
this structure allows simultaneously an 
interesting conversion efficiency, thus, 
decreasing the optical losses at 
telecommunication wavelength λ = 1.55 μm 
and improving the MO performance, such as 
increasing FR regarding to those reported in 
[17], [20]. 

 
Figure.6: Faraday rotation as a function of 

the core diameter at different values of the 
gyrotropy parameter g 
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CONCLUSION 

In summary, we have proposed and 
demonstrated a novel optical isolator, based 
on a single-mode gyromagnetic fiber of YIG, 
using Beamprop software. It was shown that 
changing the gyrotropy and the core 
diameter of the fiber affect the MO 
properties such as mode conversion 
efficiency and coupling length. In order to 
minimize the losses in this structure a 
diameter equal to 10 µm is required. The 
numerical results show that Rm and LC are 
inversely proportional to the increase of 
gyrotropy. Moreover, changing the gyrotropy 
values confirmed the relation between 
Faraday rotation and the TE-TM mode 
conversion. Therefore, a large Faraday 
rotation is achievable by optimizing the 
geometric and MO parameters of the 
proposed structure. For g = 0.04, Rm = 91 %, 
LC = 51.22 µm and θF = 2.04 × 104 °/cm are 
obtained. The proposed device shows a 
significant improvement in conversion 
efficiency and Faraday rotation, which make 
this magnetic PC fiber suitable for 
integrated-optics devices such as isolator. 
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ABSTRACT 

Modulation instability (MI) appears when 
a continuous light wave breaks under the 
combined influence of the Kerr effect and 
dispersive effects to give rise to a pulse train 
with a well-defined frequency. In this paper, 
we could exploit the MI to generate a high 
repetition rate pulse train in photonic crystal 
fiber length   of 180m. Using the linear 
stability study, we could obtain the 
expression of the pulses train frequency 
where we found that the presence of β3 
introduces a phase during the propagation of 
these pulses and β4 modifies the repetition 
rate of the bit stream generated. 

Key Words: Optical fiber, Photonic crystal 
fiber, Modulation instability, High order of 
dispersion, Optical Kerr effect, Nonlinear 
Schrödinger equation, Split Step Fourier 
Method SSFM. 
 

 
1. INTRODUCTION 

For fifteen years, a new generation of fibers 
has emerged. These fibers with original 
properties called PCF "Photonic Crystal 
Fiber". Unlike conventional fibers, they have 
a micro structuring of the optical cladding, 
which allows a simpler and more varied 
control of their guiding properties. This 
allows reaching new areas of operation as 
well. PCFs notably have a significant 
confinement of the light field and lead to clear 
advances in non-linear optics. Nonlinear 

optical phenomena are manifestations of the 
property of certain materials to acquire under 
the effect of an intense light field, a 
polarization dependent in a non-linear way of 
the amplitude of the electric field. The 
physical origin of this property comes from 
the microscopic characteristics of the 
material namely the nature of the atoms, 
molecules or the crystalline structure. One of 
the major non-linear effects in optical fibers 
is the optical Kerr effect, which is essentially 
a change in the refractive index dependent on 
optical power and leads too many side effects, 
such as Self Phase Modulation (SPM), phase 
intermodulation (XPM), four-wave mixing 
(FWM) and Modulation Instability (MI). We 
will focus on the MI modulation instability 
process in photonic crystal fibers. This 
phenomenon is at the basis of many 
applications such as the generation of pulse 
trains or the generation of very broad-
spectrum signals (supercontinuum), that can 
be applied in high-resolution medical 
imaging. In this work, a high rate of pulses 
train is generated in PCF by using MI and 
working with the high order of dispersion. 

 
2. THEORY 

Modulation instability is a phenomenon 
likely to occur when a continuous optical 
wave propagates in the fiber (Fig 1.a. b) [1]. 
This wave is naturally unstable in the 
presence of disturbances due to the optical 
Kerr effect. (Self-phase modulation) as shown 
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in (Fig 1.c) [2]. For a certain compromise 
between the fiber parameters (Kerr effect and 
dispersive effects) and the input power, a 
disturbance can feel a positive gain and 
consequently cause a breaking of the wave in 
the process of ultrashort pulses in the time 
domain (Fig 1.e). The spectrum of this 
initially very narrow wave (Fig. 1.d) is then 
enriched by additional frequency components 
related to the amplitude modulation of the 
electric field envelope (Fig 1.f) [3]. In 
standard fibers, this phenomenon is 
generally studied in abnormal dispersion 
regime (β2 <0). But it can also be observed in 
normal dispersion regime (β2> 0) in the case 
of PCF fibers when the pumping is carried out 
close of zero dispersion, in this case the 
presence of the higher orders of dispersion 
adds additional degrees of freedom in the 
phase-tuning condition thus allowing the 
observation of this phenomenon in the two 
dispersion regimes. In addition to the phase 
matching condition, we will see later that the 
presence of the higher orders of dispersion 
also makes it possible to reach modulation 
frequencies of the order of Terahertz, which 
is impossible to obtain it in fibers standards 
(β3 = β4 = 0). The phase matching condition 
and the determination of the modulation 
frequency will be calculated analytically. 

 
Fig1. Modulation instability phenomenon 
obtained numerically in standard fiber (a): 
CW continuous wave. (b): the spectrum of the 
CW continuous wave. (c): the time course of 

disturbed signal. (d): the spectrum of the 
disturbed signal. (e): the temporal rate of 
signal at the output. (f): the spectrum at the 
output. 

In order to model the propagation of a wave 
through an optical fiber we use the nonlinear 
Schrödinger equation established from the 
wave equation with the nonlinear 
polarization of the medium [4]. This equation 
considers linear and non-linear effects. If we 
do not take into account the effects of Raman 
and Brillouin scattering, the nonlinear 
Schrödinger equation describing the 
evolution of the envelope A of the electric field 
in a PCF is writing as follows: 
∂A

∂z
= −

α

2
A − 𝑖

β2

2

∂A

∂𝑇2 +  
β3

6

∂A

∂T3 + 𝑖
β4

24

∂A

∂T4 +

𝑖γ|A|2A − 𝑖γTr
∂|A|2A

∂T
                                       (1) 

 
Where α represents the linear losses, β2, β3 
and β4 are different orders of dispersion. 𝛾 Is 
the non-linearity coefficient, Tr is the time 
relative to the Raman scattering. Finally, T is 
the reference time that moves at the group 
speed and is defined by T = t-β1z, with β1 
representing the inverse of the group speed. 
 
 Linear stability study 

The linear stability study is an analytical 
mathematical method generally used in 
nonlinear systems evolving as a function of 
time (in our case it is the propagation 
distance z), these systems are generally 
described by partial differential equations 
and are likely to become unstable for some 
system parameter schemes. This method 
consists to add analytically, to the stationary 
solution (∂Es / ∂z = 0) a small amplitude 
perturbation, and then linearize the whole 
system around the amplitude this 
perturbation, we determine the condition for 
which this amplitude will feel a positive gain 
and we will finally be able to deduce the 
modulation frequency relating to a 
perturbation whose gain of instability is 
maximum. 
 
 Linear stability study in the case of 

standard fibers (β3 = β4 = 0) 

In this case, only the second order dispersion 
coefficient is taking into consideration. We 
work with pulses whose temporal width is 
greater than 1ps, in this case, the Raman 
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effect can be neglected, neglecting the linear 
losses, the nonlinear propagation equation 
can be written in the following way: 

∂A

∂z
=  −i

β2

2

∂2A

∂ T2 + iγ|A|2A       (2)                                   
We obtain the expression of the 

modulation instability gain, which can be 
considered as the phase agreement condition 
related to the MI, such that: 

K =
|β2|Ω

2
√Ω2 −

4γP0

β2
               (3) 

This expression of K allows us to 
determine the expression of the perturbation 
frequency whose instability gain is maximum 
and satisfies the relation ∂K / ∂Ω = 0 is given 
by: 

Ω = √
4γP0

|β2|
                        (4) 

It is clear from (4) that the modulation 
instability frequency depends only on the 
fiber parameters and the input power, and we 
see that the frequency increases with the 
increase of the power. 

 
 Linear stability study in the case of 

PCFs fibers (β3 ≠ 0, β4 ≠ 0) 

We proceed in the same way as previously 
and we take into account the higher orders of 
the dispersion β3and β4.  
By neglecting the losses and the Raman 
effect, we add to the stationary and 
homogeneous solution of the system (Es) a 
perturbation of the form δ e  (Kz-iΩt) and 
then we write a system composed of the 
envelope of the electric field and its complex 
conjugated as follows: 
 

{
𝐸 =  𝐸𝑠 +  𝛿 𝑒𝐾𝑧−𝑖𝛺𝑡

𝐸∗ =  𝐸𝑠
∗ + 𝛿∗𝑒𝐾𝑧−𝑖𝛺𝑡

                                 (5) 

Injecting these solutions into the 
propagation equation (1), we obtain the 
following system: 
 

[
i

β2

2
Ω2 + i

β4

24
Ω4 + 2iγP0 − K iγ Es

2

iγ Es
∗ 2 −i

β2

2
Ω2 − i

β4

24
Ω4 − 2iγP0 − K

] = [
0
0

]        

(6) 
With a = δ.e(kz - iΩT) et a*= δ*.e(kz - iΩT) 
 
The system admits solutions if the 
determinant of the matrix is zero. We can 
thus determine the expression of the 
instability gain K that is writing as follows: 

K =  i
β3

6
Ω3 ±

√−(
β2

2
Ω2 +

β4

24
Ω4 + 2γP0)2 − γ2P0

2       (7) 
We notice from (eq.7) that the presence 

of the third order of dispersion introduced an 
imaginary term to the expression of the gain 
which was purely real+ in its absence, this 
imaginary part is considered as a phase 
accumulation all the time along the spread. 

Finally, we can obtain the modulation 
instability frequency: 

{

𝛺2 = −6
𝛽2

𝛽4

𝛺2 = −6
𝛽2

𝛽4
(1 ± √1 −

2

3

𝛾𝑃0𝛽4

𝛽2
2 )

              (8)   

Equation (8) shows that according to 
the parameters of the PCF fiber used we can 
obtain two modes of modulation instability 
[5]. A regime where we have the 
simultaneous presence of two unstable 
frequencies or a regime where a single 
frequency is obtained in the case where:1 −
2

3

𝛾𝑃0𝛽4

𝛽2
2 =0.  

 
3. SIMULATION RESULTS 

The Propagation of pulses in standard fiber 
or PCF in the presence of IM is modelized by 
the resolution of the nonlinear Schrödinger 
equation with “Split Step Fourier Method” 
[4].  

 
 Modulation instability in the case of a 

standard fiber (β3 = β4 = 0) 

The purpose of this section is to simulate the 
modulation instability in a standard fiber (β3 
= β4 = 0). The modulation instability is in this 
case the result of a balance between the 
second order dispersion coefficient, the 
linearity and input power. The parameters 
used during the simulation are given by the 
following table [1]: 

 
TABLE I : Modulation INSTABILITY 
SIMULATION parameters for standard 
fibers 
 

Results of the simulation are illustrated in 
Fig 2.a and Fig2.b. Where the first represents 

β2 
[ps2/km] 

Γ 
[W-1.km-1] 

P0 [W] L [km] 

-1.28 1.54 0.6 7 

77 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



the temporal profile of the modulated wave 
and the second represents its spectral profile. 
We can clearly observe that under the effect 
of modulation instability, the continuous 
wave breaks to form an ultrashort pulse train 
whose repetition frequency has been 
calculated by (4) and is equal to f = 270.58 
GHz. The spectrum of the originally narrow 
continuous wave has also been affected since 
it has been enriched with a large number of 
new spectral components on both sides of the 
carrier frequency where the distance between 
each two components represents the 
modulation frequency. 

 

 
Fig 2.  (a)  Temporal profile of the pulse 

train generated by the IM in the absence of 
the higher orders of dispersion. (b) Spectrum 
generated by the IM for a length fiber of L = 
7 Km. 

 
 Study of Modulation Instability in the 

case of a photonic crystal fiber 

The influence of fourth-order of dispersion 
on modulation instability. We will study 
numerically the impact of using PCF fibers on 
modulation instability. As a first step, we will 
only study the influence of the fourth order of 
dispersion β4 on the modulation instability in 
the two dispersion regimes (normal and 
anomalous). The dispersion of the third order 

β3 will be neglected; this is possible because 
its presence does not affect the modulation 
frequency.  

 
 Result obtained after 6Km of 

propagation 

We have opted as a first approach to keep 
the same parameters as for the case of the 
standard fiber and to introduce in addition 
the fourth order of dispersion as shown in the 
following table 

 
TABLE 2 : the simulation parameters in the 
presence of the fourth order dispersion 
coefficient in abnormal dispersion regime. 
 

Fig 2.a and Fig 2.b Show that the 
modulation instability is observed in the time 
and frequency domain. We notice that the 
modulation is better pronounced nevertheless 
the repetition rate is practically the same 
compared to the standard fiber case. 

 
 

 
Fig 3.  (a) Time profile of the pulse train 

generated by the IM according to Table 2. (b) 
Spectrum generated by the IM at the output 

β2  
[ps2/km] 

β4  
[ps4/km] 

Γ 
[W-1.km-1] 

P0  
[W] 

L 
[km] 

-1.28 2.65 1.54 0.6 6 
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of the fiber according to the parameters of 
Table 2 

 
This result is confirmed by the obtained 

spectrum (fig3.b) where we notice the 
appearance in this case also new spectral 
components.  Using (eq.8) the parameters in 
Table 2 , we deduce the value of the 
modulation frequency, 263GHz. However, the 
flexibility of the PCF gives us the possibility 
of being able to modify even more the 
parameters of the fiber to try to improve even 
more this result. 

 

 Result obtained after 500m of 

propagation 

In this simulation, we want to reduce the 
propagation distance for which the 
modulation instability is obtained. For this, 
we had to favor the contribution of the non-
linear effects compared to the dispersive 
effects, so we increased the value of the 
coefficient of nonlinearity and the input 
power and decreased the value of β2 and β4 
compared to the previous case as shown in the 
following table 3 : 

 
TABLE 3: simulation parameters in the 
presence of the fourth order dispersion 
coefficient in the normal dispersion regime 

 
The first most interesting result in this case 

is the obtaining of the modulation instability 
in the normal dispersion regime; this is also 
due to the presence of β4, which gives us an 
additional degree of freedom compared to the 
standard fibers. . 
We have drawn the temporal profile (Fig.3.a) 
and the spectral profile (Fig.3.b) of the 
modulated wave obtained in this parameter 
regime, we note that in addition to the 
distance that has decreased, we have been 
able to increase the value of the modulation 
frequency which is equal in this case to 9.89 
THz. This result is very interesting from a 
practical point of view but it must 
nevertheless be emphasized that the 

temporal profile of the wave obtained is not 
very stable and especially the difficulty to 
design a PCF having a β2> 0 and a β4 <0 .This 
is why during the last simulation we returned 
to the abnormal dispersion regime. 

 

 
Fig 4.  (a) Time profile of the pulse train 
generated by the IM according to Table III.2. 
(b) Spectrum generated by the IM at the 
output of the fiber according to the 
parameters of Table 3. 

 
 Result obtained after 180 m of 

propagation 

 
We tried in this last part to reduce more the 

propagation distance; the parameters used 
are as follows: 

 
TABLE 4: simulation parameters in the 
presence of the fourth order dispersion 
coefficient in anomalous dispersion regime. 

 
Fig.5.a and Fig.5.b give the temporal and 

spectral profiles of the output signal where 

β2 
[ps2/km] 

β4 
[ps4/km] 

γ  
[W-
1.km-
1] 

P0 
[W] 

L  
[km] 

0.0165 -6.5 .10-
5 

11.36 0.75 0.500 

 
 
ββ2 
[ps2/km] 

β4 
[ps4/km] 

γ  
[W-
1.km-
1] 

P0 
[W] 

 L 
[km] 

 
[nm] 

-1.176 2,051.10-
7 

11.36 0.6 0.18 1550 
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the various parameters given in the Table 4 
have been obtained as we shall see in the 
following by modeling a fiber length of 180m 
for 600mw input power where the value of the 
frequency obtained is equal to 542.1 Ghz 
(using also eq.8).  This result can be 
considered as a good compromise between 
modulation frequency and propagation 
distance but it is still expected that it can be 
further improved. 

 

 
 
 
 
 
 

 
 

 The influence of the  third-order of 

dispersion on modulation instability 

During all previous simulations, we 
have neglected the effect of the third order 
dispersion coefficient (β3), in order to study 
the effect of the fourth order dispersion. 
However, it is also important to understand 
the behavior of the system in the presence of 
β3. We noticed during the linear stability 
study in the previous chapter that the 
presence of β3 introduced an imaginary part 
to the expression of the modulation 
instability gain (7) this imaginary part is 

proportional to β3 and it represents a phase 
that accumulates the wave as it propagates in 
the fiber. This phase accumulation induces a 
time drift with a speed v calculated as follows: 

 
v =

∂Im(K)

∂Ω
                 (9) 

v =  
β3

2
Ω2                 (10) 

Fig.6.a and Fig.6.b illustrates clearly this 
drift where we notice that the wave obtained 
with and without β3 is shifted, this shift can 
be an advance or a delay according to the sign 
of β3. 

 
Fig 6.  (a) Pulse trains generated by IM in the 
time domain in the absence of β3.  (b) Pulse 
trains generated by IM in the time domain in 
the presence of β3.  
 
4. DESIGN OF PCF  

In this part, we have proposed a design of 
photonic crystal fiber whose parameters 
ensure the phenomenon of modulation 
instability. We designed infinitely single 
mode PCF regardless of the wavelength of 
work, for this we made an adjustment of its 
parameters so that the condition d / Λ <0.406 
is respected. The major advantage of photonic 
crystal fibers is the extreme confinement of 
the electromagnetic field due to the strong 
index difference between the core and the 
cladding. In order to exploit this advantage 
we have increased the diameter of the air 

Fig 5.  (a) Momentum generated pulse trains 
in the time domain according to the 
parameters of Table 4. (b)  Spectrum 
generated by the IM at the output of the fiber 
according to the parameters of Table 4 

 

80 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



holes, the light that tends to spread where the 
index is larger will be trapped in the core. The 
predominant disadvantage of micro 
structured fibers lies in their losses by 
confinement. The size and arrangement of 
the constituents of the fiber are the main 
cause of these losses. In order to limit these 
and ensure a good confinement of the field in 
the core, we designed a PCF so that by 
increasing Λ the ratio d / Λ remains constant, 
and that the number of rings is quite 
important. 
The choice of the PCF geometry is based on 
obtaining a low β2 coefficient in order to 
introduce the higher order dispersion 
coefficients β3 and β4. The designed PCF 
consists of 4 rings, the holes of the first ring 
have a diameter d1 = 0.5μm and the other 
three rings have the same diameters of d = 
0.9 μm, the pitch Λ = 1.618 μm (Fig .7.a and 
Fig. 7.b). 
The designed PCF is modeled by FEM and 
adapting a PML layer as bounding conditions 
[6]. 

(a)

 
             (b) 
 
 

Fig 7. (a). Geometry of the PCF 
designed.  (b). Distribution of the HE 11 mode 
field in the designed PCF. 

 
5. CONCLUSION  

We have studied in this paper the 
phenomenon of modulation instability in 
photonic crystals fiber where we could 
understand and see the consequences of this 
phenomenon on the propagation of a CW 
wave. We have studied the higher order 
effects of dispersion on IM and we have seen 
that the introduction of β4 has changed the 
behavior of the system where we obtained 
modulation frequencies of the order of Thz 
with a normal dispersion regime. We could 
also stabilize in the abnormal regime 
modulated wave from 180m length of fiber. 
We have tried to see the influence of the third 
order dispersion on the modulation 
instability. We noticed that its presence has 
no influence on the modulation frequency but 
it produces an additional phase that moves 
the modulated structure with a speed 
proportional to β3. We have also been able to 
design a PCF fiber model capable of ensuring 
modulation instability and generating 542.1 
GHz. pulses train in 180 m of fiber.  
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ABSTRACT 

The purpose of this work was to 

investigate the accuracy of joint angle 

measurement method based on virtual 

sensor approach which leads to good 

performance when slow motion is 

considered, but presents some limits on fast 

motion measurement. In this paper, an inter 

sensors procedure alignment was applied to 

a basic wireless sensor body network 

composed of two nodes. Then, 

complementary filter was applied using a 

new corrected gyroscope integration data 

method. The system has been tested and 

compared to a four-infrared-camera 

reference system. The results showed an 

accuracy improvement of the joint angle 

measurement when applying complementary 

filter with corrected gyroscope integration 

data. 

Key Words: Complementary filter; Elbow 

flexion-extension; Inertial sensors; Sensor 

nodes; Wireless sensor. 

 

1. INTRODUCTION 

A variety of measurement tools are 

available to clinicians such as goniometers, 

electro-goniometers [1], systems based on 

video recordings,  and inclinometers [2-4] in 

order to evaluate  the joint range of motion 

ROM to determine suitable treatments for 

patient during diagnosis of  joint disorder as 

well as to follow the rehabilitation progress. 

Goniometry has been widely used due to its 

portability and low cost, but one limitation of 

this technique is that it requires the 

clinician to use both hands, making 

stabilization of the extremity more difficult, 

and thus increasing the risk of error in 

reading. Modern motion capture (Mocap) 

systems like infrared video cameras are 

considered as precise gait analysis tools, but 

they require a dedicated laboratory and a 

somewhat complicated using procedure 

especially for a clinician, in addition to the 

fact that they are expensive [5]. In the 

recent past years, researchers investigated 

the application of inertial sensors in the field 

of gait analysis by developing new 

techniques of measurement or new data 

fusion algorithms [6]. Amasay et al. [7]  

checked how to best quantify elevation angle 

exposure of the upper extremity under work 

condition using accelerometer and found 

that the RMS angle error was less than 1° 

and  of 3° in static and dynamic conditions, 

respectively. Others focused on the 

improvement of inertial sensor 

measurements by using data fusion 

algorithms and applying Kalman filter 

between data acquired from a tri-axial 

accelerometer [8] and a KPF goniometer. 

Joint angle measurements based on 

gyroscope data integration     always suffer 

from drift caused by numerical integration, 

so the authors in [9-11] proposed methods to 

get joint angle without integration of the 

angular velocity. A method based on 

accelerometer and gyroscope was proposed 

by Dejnabadi et al. [12] to estimate 2D lower 

limbs orientation. Their model was based on 

the joint center of rotation acceleration 

estimation by virtual sensors (virtual 

sensors approach) using the rigid body 

dynamic equation. Their proposed algorithm 

was tested under dynamic condition and 

83 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 

mailto:mzabat@usthb.dz
mailto:kbensisaid@usthb.dz


 

experiments show good performance for slow 

motion, but some measurement limitation  

were related to fast motion and the initial 

position of sensors on body limbs. They used 

an alignment procedure based on image 

processing and photography.   

The aim of this paper was to investigate 

the virtual sensor approach proposed by 

Dejnabadi et al. [12] by using a 3D 

alignment procedure based on 

accelerometric and magnetic sensors data to 

deduce at slow elbow flexion (or extension) 

on one hand. On the other hand, we 

examined a new data fusion method to 

follow faster joint angle motion. 

 

2. METHODS 

2.1. Virtual sensor approach 

The virtual sensor VS approach described 

in [12] is based on the angle  calculation 

from the acceleration   ⃗⃗ ⃗⃗   at the center O of a 

rigid body segment rotating around O, 

knowing the acceleration at A, as shown in 

Figure.1. 

 

 

Figure.1: Pendulum rigid body rotating around Y 

axis 
 

The acceleration measured on a body 

segment is generally composed of 

gravitational acceleration, translational 

acceleration and rotational acceleration. So, 

based on rigid body dynamic equation, 

acceleration vector is computed at the joint 

center point O knowing the acceleration at 

the point A (rA being the distance) from O of 

the rigid body: 

 

𝑎 ⃗⃗ ⃗⃗  = 𝑎 ⃗⃗⃗⃗  + 𝜔 ⃗⃗⃗⃗  ⃗ × (𝜔 ⃗⃗⃗⃗  ⃗  × 𝑟  ) + �̇� 
⃗⃗⃗⃗  ⃗ × 𝑟       (1) 

 

In (1),   ⃗⃗ ⃗⃗  ⃗ and  ̇ 
⃗⃗ ⃗⃗  ⃗ are angular velocity and 

angular acceleration measured from 

gyroscope,   ⃗⃗ ⃗⃗  ⃗ and   ⃗⃗⃗⃗  are acceleration at the 

joint center O and the point A respectively. 

To identify the joint angle joint between the 

two segments considered as elbow joint 

model, an accelerometer was placed on each 

segment then the VS approach were applied 

to get the acceleration at the center of 

rotation O (See Figure.2). 

 

Figure.2: Double pendulum considered as elbow 

joint model and virtual sensor approach for joint 

angle measurement 

By applying (1), the following equations 

are obtained: 

 

𝑎  ⃗⃗ ⃗⃗ ⃗⃗  = 𝑎 ⃗⃗⃗⃗  + 𝜔 ⃗⃗⃗⃗  ⃗ × (𝜔 ⃗⃗⃗⃗  ⃗  × 𝑟 ) + �̇� 
⃗⃗⃗⃗  ⃗ × 𝑟       (2) 

 

𝑎  ⃗⃗ ⃗⃗ ⃗⃗  = 𝑎 ⃗⃗ ⃗⃗  + 𝜔 ⃗⃗ ⃗⃗  ⃗ × (𝜔 ⃗⃗ ⃗⃗  ⃗  × 𝑟 ) + �̇� 
⃗⃗ ⃗⃗  ⃗ × 𝑟      (3) 

 

Where     ⃗⃗ ⃗⃗ ⃗⃗   and     ⃗⃗ ⃗⃗ ⃗⃗    are accelerations at 

the joint center point O issued from the two 

virtual sensors placed on it. 

    ⃗⃗ ⃗⃗  ⃗    ⃗⃗⃗⃗  ⃗     ⃗⃗ ⃗⃗ ⃗⃗       ⃗⃗ ⃗⃗  ⃗ are physical sensor 

measurements using accelerometer and 

gyroscope placed at A and B points. At rest, 

these accelerations are gravitational, and 

when the links are in motion, these 

accelerations are the sum of the 

gravitational and inertial accelerations 

[12,13]. As it is the same joint point it should 

have a unique physical acceleration    ⃗⃗ ⃗⃗ ⃗⃗    are  

   ⃗⃗ ⃗⃗ ⃗⃗    identical; when it is not the case, the 

difference is due to their different 

orientations, so 

 

[
𝑎   

𝑎   
] = [

𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] . [
    

    
]               (4) 

 

The ulterior step is to calculate the joint 

angle θjoint between two adjacent segments 

by resolving (4): 

θ= t  - (
                 

                 
)                   (5) 

𝜃     = 𝜋 − 𝜃                         (6) 

This angle corresponds in our case to the 

elbow flexion/extension.   
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2.2. Alignment procedure 

In the alignment procedure, one must 

first align the two local frames SF1 and SF2 

of sensors with each other, then align 

sensors frame with anatomical frame (See 

Figure.3a). Then, the subject can move freely 

and joint angles are correctly measured. 

 

2.2.1 Inter sensor 3D alignment  

In our procedure, two sensors nodes SN-1 

and SN-2 that contain IMU1 and IMU2 

respectively were manually placed on the 

upper limb segments (See Figure.3b).  After 

visually manual alignment of the two local 

frames SF1 and SF2, some misalignment 

always persists resulting in negative impact 

on the measurement accuracy. So, a 3D 

alignment procedure using accelerometer 

and magnetometer sensors, and explained 

here after was applied. 

 

Figure.3: Neutral posture for initial positioning 

of the two sensors nodes SN-1 and SN-2 on the 

upper limb. JF is the frame related to the  elbow 

joint. 

 

First, the subject must hold static for few 

seconds in a neutral posture as illustrated in 

Figure.3b, to allow collecting data from 

sensors (accelerometer and magnetometer). 

The mean value of the two vectors, 

acceleration  ⃗   and magnetic field  ⃗   were 

calculated using equations (7) and (8) where 

N is the number of samples:   

 

 𝑎  =
∑    ⃗⃗⃗⃗  ⃗

 
                                   (7) 

           �⃗�  =
∑    ⃗⃗ ⃗⃗  

 
                                   (8) 

Next, we computed the three normalized 

vectors which describe the initial orientation 

of the devices with respect to the global 

coordinate system (North, East, Down): 

 

     =
 ⃗  

‖ ⃗  ‖
                                    (9) 

 

 ⃗⃗ =
   ×  ⃗  

‖   ×  ⃗  ‖
                                   (10) 

 

 ⃗⃗ =   ×  ⃗⃗                                              (11) 

 

So, the initial orientation matrix is 

expressed by Equation (12) where ,  and  

are the initial orientation angles of sensor 

frame with respect to global frame, C is for 

cos and S for sin.  

 = [

         −          +    
          +          −    
−         

] 

               =   [
      

      

      

]                    (12) 

Any vector measured in sensor frame 

multiplied with this matrix will transform it 

from sensor frame to global frame.  

 

2.2.2 Alignment with anatomical frame 

In order to measure the elbow joint angle, 

two sensors nodes were used one on each 

segment. SN-1 was attached to the arm and 

SN-2 was attached to the extremity of the 

forearm and it was visually aligned with the 

anatomical frame because the radius and 

ulna provide more reliable support. As SN-2 

frame coincides with the anatomical frame 

[13,14], all measured vectors were expressed 

in SN-2 frame only for alignment purpose. 

SN-1 vectors are expressed as 

 

 𝑎   =   
  . (  . 𝑎  )           (13) 

  

 ⃗⃗   =   
  . (  . ⃗⃗  )                     (14) 

 

a b 
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where acceleration vector  ⃗      and angular 

velocity ⃗⃗    are expressed in SN-2 frame;    

and    are initial orientation matrices of 

sensors 1 and 2;  ⃗   and ⃗⃗   are vectors which 

components correspond to sensors 

measurements. All SN-2 vectors are always 

expressed in the local frame of the sensor 

which coincides with the anatomical frame. 

The vectors  ⃗    and   ⃗⃗    are then used 

directly in eq. (2), (3), and (5) of the virtual 

sensor approach. 

 

2.3. Alignment procedure 

As joint angles associated with slow 

movement of the elbow flexion/extension are 

deduced from accelerometer and gyroscope 

measurements using the virtual sensor VS 

approach, and those associated with fast 

movement were got from gyroscope 

integration data, a complementary filter CF 

was applied. However, gyroscope integration 

data values θ   need to be first corrected 

from drift (See Figure.4).  

 

 

Figure.4: Diagram block of angle measurement 

system using the complementary filter applied to 

angles vs from virtual sensor approach and 

Gcor from the gyroscope corrected integrated 

data 

 

The gyroscope integration data values 

θGcor without drift can be expressed by the 

relation (15) where   (t)  corresponds to the 

drift function. 

 𝜃    (𝑡) = 𝜃 (𝑡) −  (t)                (15) 

The complementary filter CF fuses the 

data obtained from the virtual sensor 

approach and the corrected integrated gyro 

data by passing the former through a 1st-

order low pass and the latter through a 1st-

order high-pass filter, then adding the 

outputs (See Figure.4) to get the joint angle 

cf expressed by 

𝜃  = 𝑊   . 𝜃  + ( − 𝑊   ). 𝜃         (16) 

WLPF is the low-pass characteristic of the 

CF and (1-WLPF) is the complementary high-

pass characteristic of the CF. 

 

3. EXPERIMENTAL  

3.1. Measurement system 

In order to test the proposed method and 

to measure the elbow joint angle, a wireless 

wearable sensor device was developed. It 

was composed of two wireless emitting nodes 

SN-1 (or SN-3) and SN-2, each one 

containing a sensor system and an 

NRF2401wireless transmission module. 

Each sensor node was attached to one 

segment and consists of GY_85 sensor 

module which contains 3-axis digital 

accelerometer ADXL345 with a resolution of 

3.9mg/LSB that enables measurement of 

inclination changes less than 1.0°, 3-axis 

gyroscope ITG3200 (sensitivity 

14.375LSB/°/s), and 3-axis magnetometer 

HMC5883 (1° heading angle accuracy). Each 

node also contains an ATmega328 controller 

to acquire data from sensors and ensure 

communication with NRF module. The two 

emitting nodes share the same reception 

node which ensures the data transmission to 

PC (See Figure.5).  

Power supply was provided by a 

rechargeable 3.7V battery. Their response 

time is less than 6ms. 

 

Figure.5: Diagram of the developed sensor 

device 
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3.2. Experimental setup for alignment 

procedure 

Before applying the virtual sensor 

approach to measure angle, the alignment 

procedure has to be validated. The 

alignment test was performed in static using 

a home-made double pendulum with its first 

joint fixed. The two sensor nodes SN-1 and 

SN-2 were first aligned then attached on the 

two parts of the double pendulum with a 

double-sided tape, as shown in Figure.6. In 

this configuration, SN-1 and SN-2 measured 

only gravitational acceleration (9.8 m/s2) in 

static.  

 

Figure.6: Home-made double pendulum used to 

test the alignment procedure. SN-1 is rotated by 

50° relative to SN-2. Markers Mi are used for 

simultaneous measurements by Mocap reference 

system 

 
After applying the alignment procedure in 

static, both sensors gave the same result. 

SN-1 was then rotated by 50° relative to SN-

2 in the vertical plane; then, the alignment 

procedure was applied to SN-1 data. The 

horizontal protractor cannot be used in the 

alignment procedure validation, but in the 

measurement of the misalignment between 

the sensor nodes in the horizontal plane 

which corresponds to the pronation-

supination of the elbow joint when flexed. 

 
3.3. Gyroscope drift detection 

The lower part of the double pendulum 

(considered as elbow joint model) of Figure.6 

has been submitted to several free 

oscillations during approximately 10s. The 

double pendulum was held in a static 

position for few seconds between two 

successive oscillations, and the angle value 

obtained from gyro integration data has 

been acquired versus time. Then, drift error 

due to gyro data integration was 

investigated. 

3.4. Dynamic measurement of elbow 

flexion/extension 

A seated subject (male, age: 24 years, 

height: 170 cm, mass: 55 kg) with the two 

nodes attached to his arm and distal fore-

arm near its wrist (See Figure.7). First, SN-1 

was visually aligned with respect to SN-2 

and the alignment procedure was applied. 

Then, the subject was asked to perform 

several elbow relatively slow 

flexion/extension fx/ex movement (around 

1fx/ex per second). A dynamic measurement 

of its elbow joint flexion/extension was 

simultaneously performed with the two 

sensor nodes and a reference Mocap system 

composed of four Bonita infrared cameras 

from Vicon.  In this experiment, SN-2 frame 

was taken as reference frame. 

 

Figure.7: Flexion movement performed by the 

subject 

3.5. Effect of misalignment 

To study the effect of the misalignment 

between sensor nodes in the horizontal plane 

during slow and fast flexion/extension 

movements, three sensor nodes were placed 

on the double pendulum as shown in 

Figure.6.b. SN-1 and SN-3 were attached to 

the upper part of the double pendulum while 

SN-2 was placed in the lower part. SN-1 and 

SN-2 were aligned, but SN-3 was misaligned 

by 90° with respect to the two others. The 

joint angles were simultaneously acquired 

by the reference system and the sensor 

nodes to investigate the accuracy of the 

method under same condition tests. Slow 

and fast motions of the double pendulum 

have been considered and optical markers 

(M1 to M6, M6 not visible on Figure.6) were 
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placed on each side of the pendulum to 

follow the joint angle by the Mocap system. 

4. RESULTS AND DISCUSSION  

4.1. Alignment procedure validation 

Before application of the alignment 

procedure on SN-1 node placed on the double 

pendulum and tilted by 50° relative to the 

vertical in the vertical plane, SN-1 

acceleration was found to be equal to 5.5m/s2 

as illustrated in the associated graph in 

Figure.8. 

 
Figure.8: 50°- tilted SN-1 acceleration data 

versus time before (blue dashed line) and after 

the alignment procedure (black dots). SN-2 

(taken as reference) acceleration data (red solid 

line) versus time 

After the alignment procedure, its 

acceleration value became the same as that 

of SN-2, considered as reference. Thus, the 

alignment procedure application results in 

the correction of misalignment between the 

two IMUs of the sensor nodes. 

 

4.2. Gyroscope drift correction 

Figure 9 shows the joint angle versus 

time when the double-pendulum was 

submitted to several free oscillations 

separated by static position corresponding to 

zero-velocity state. The angle values were 

deduced from gyroscope data integration. 

The gyro integration signal G with drift 

illustrated in the graph of Figure.9 shows a 

baseline that varies with time.  One can 

notice the drift effect of gyroscope data 

integration on the curve resulting in a base 

line that can be fitted by a straight line 

whose equation is expressed by 

  = − .   . 𝑡                                       (17) 

 
Figure.9: Pendulum angle versus time under 

several free oscillations separated by static 

position; the acquistion time was equal to 1 mn.  

-inset-  zoom in of the oscillations during the first 

15s 

After removing drift effect, the corrected 

gyroscope integration signal baseline was 

found to be parallel to time-axis as shown in 

the inset of Figure.9.  

 

4.3. Dynamic measurement of elbow 

flexion/extension 

Figure.10 represent elbow fx/ex angle 

performed by the subject of Figure 7 and 

deduced from the proposed method based 

(dotted line) simultaneously with the Mocap 

reference system (solid line). The two curves 

are almost the same when SN-1 node was 

visually aligned to SN-2 (0° orientation). The 

angle difference curve between the two 

systems (in green on the same graph) shows 

an error variation with the acceleration 

associated with the fx/ex or ex/fx movement 

of the elbow.  

 
Figure.10: Elbow flexion/extension angle versus 

time measured simultaneously with proposed 

method (dashed line) and Mocap reference 

system (solid line) without misalignment; 

difference between the two curves (green curve) 
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The maximal error between the two 

measures and the mean speed of the fx/ex or 

ex/fx movements were found to be around 5° 

and 100°/s respectively. The elbow joint 

having 2ddl, its fx/ex may be accompanied 

by involuntary pronation /supination. This 

may cause misalignment of the two sensors 

attached to the upper limb. 

To analyze the sensitivity to this 

misalignment of the angular measurement, 

this movement has been performed with the 

double pendulum first at lower speed, then 

at higher speed than that of the subject. 

Figure.11 illustrates the graphs of the 

double pendulum joint angle vs and cf 

obtained by the virtual sensor approach and 

the proposed complementary filter when 

sensor nodes are aligned (=0°) and 

maximally misaligned (=90°). In this 

experiment, the lower arm of the double 

pendulum moved at  10°/s.  

 
Figure.11: Elbow flexion/extension angle versus 

time measured simultaneously with proposed 

method (dashed line), virtual sensor approach 

(dotted line) and Mocap reference system (solid 

line) without and with 90° misalignment 

Joint angle values have been simultaneously 

obtained from the reference system ref in 

order to investigate the accuracy of the 

virtual sensor approach and our proposed 

method. The error in angle measurements 

obtained by VS approach and by CF method 

relative to the reference system is presented 

in the graph of Figure.12. When sensors are 

aligned, the VS approach seems to give 

better results than CF method, but the 

contrary was found when sensors are 

misaligned. At this slow motion, the mean 

angle error in VS approach is lower than 

that obtained by CF method only when 

sensors are aligned. 

 
Figure.12: Error measurement of angles obtained 

from virtual sensor approach and those deduced 

from complementary filter when the double 

pendulum joint angle performed a slow motion 

(around 10°/s) 
For the higher speed study, the lower arm 

 of the double pendulum has been animated 

with an oscillatory movement at 2Hz leading 

to an angular speed   400°/s. The error in 

angle measurements obtained by VS 

approach and by CF method relative to the 

reference system is presented in Figure.13. 

 
Figure.13: Error measurement of angles obtained 

from VS approach and those deduced from 

complementary filter for fast oscillatory motion 

 
Figure.14: Angle fluctuations due to sensors 

misalignment when VS approach and CF were 

considered for fast oscillatory motion 
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For fast movement, the angular error in 

CF approach is lower than that obtained by 

VS method and much less sensitive to 

misalignment. Figure.14 shows the angle 

fluctuations due to sensors misalignment 

obtained from the two methods at fast 

motion. The fluctuations are more important 

in VS when sensors are misaligned.  

Mean error angle MEA as well as root 

mean square RMS error deduced from the 

two methods are presented in Table I for 

both slow and fast motions. The 

complementary filter CF results showed an 

improvement of the angle accuracy when the 

sensors are misaligned. 

 

TABLE.1 MEA and RMS errors angles obtained by Virtual Sensor approach and 

complementary filter approach    

Virtual sensor approach 

Misalignment(°) MEA (°) slow 
motion 

MEA (°)  
fast motion 

RMS (°)  
slow motion 

RMS  (°)   
fast motion 

 = 0 0.66 0.29 1.63 3.54 

 = 90 7.97 1.08 8.05 11.07 

Complementary filter approach 

Misalignment(°) MEA (°) slow 
motion 

MEA (°)  
fast motion 

RMS (°)  
slow motion 

RMS  (°)   
fast motion 

 = 0 1.84 2.10 2.50 5.87 

 = 90 2.57 1.96 3.03 6.75 

 

 

5. CONCLUSION  

The elbow flexion/extension angle 

measurement was performed by using two 

wireless emitting nodes containing each of 

them a sensor module and a wireless 

transmission module. Before the joint angle 

measurement, the sensors alignment must 

be achieved. The application of a 

complementary filter that fused the data 

obtained from the virtual sensor approach 

proposed by Dejnabadi et al. and the 

corrected integrated gyroscope data. This 

method gave better results than the virtual 

sensor approach alone and was much less 

sensitive to sensors misalignment due to 

muscle contraction or involuntary elbow 

pronation or supination. The error 

measurement quantification was performed 

by using the same sensors in a 1-DOF 

double-arm pendulum and the results 

showed an improvement of accuracy in angle 

measurements at fast motion when the 

proposed complementary filter was applied. 

These results may find application in 

biomechanical analysis of motor skills. 
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Abstract—We consider a photonic crystal fiber resonator,
driven by a coherent beam. The threshold for appearance of dark
localized structures is estimated analytically and numerically
by using a weakly nonlinear analysis in the vicinity of the
modulational instability threshold. The nonlinear analysis allows
to determine the parameter regime where the transition from
supercritical to subcritical modulational instability takes place.
This transition determines the threshold associated with the
formation of dark cavity solitons. Numerical simulations of
the governing model equation are in good agreement with the
analytical results.

Index Terms—Non linear optics, microstructured fibers, local-
ized structures.

I. INTRODUCTION

Localized structures (LS’s) often called cavity solitons be-
long to the class of dissipative structures found far from
equilibrium. They can be localized in space and consist of
bright or dark pulses. Typically, LS’s are generated in a
sub-critical domain where a uniform solution and a periodic
structure coexist. They exhibit a high degree of multistabil-
ity in a finite range of parameters called a pinning region.
Spatial confinement is a universal phenomenon observed in
a wide variety of nonlinear systems such as biology, plant
ecology, chemistry, fluid mechanics, nonlinear optics and laser
physics. The emergence of LS’s is a well-documented issue
(see latest overviews on this issue [1]–[5]). For broad area
optical cavities, LSs were fist predicted in [6], [7] and found
experimentallyin optical bistable systems. They appear when
a single homogeneous steady state coexists with periodic
structures such as hexagons and stripes [8]. When they are
sufficiently separated from each other, bright or dark peaks
are independent and randomly distributed in space. However,
when the distance between peaks or dips decreases they start to
interact via their oscillating, exponentially decaying tails. This
interaction then leads to the formation of clusters [9]–[12].

In fiber cavities, the coupling between chromatic dispersion
and nonlinearity may be the source of a temporal modu-
lational instability [13]. The theoretical description of all-
fiber resonators is well described by the well known Lugiato
and Lefever model (LL model, [14]). As in the case of

spatial cavities, LS’s are nonlinear bright peaks that have
been theoretically predicted [15] and experimentally observed
[16] in all fiber cavity driven by a coherent injected signal.
This simple and robust device has attracted growing interest
in fiber optics due to potential applications for all-optical
control of light. All fiber resonators could allow for either
the conception of all-optic systems for generation of signals
with high repetition rate or to operate as all-optical memories
with a bitrate that can reach 25 Gbits/s [16]. Temporal LS’s
are generated in the pinning range of parameters where the the
system exhibits a coexistence between two states: the uniform
background and the train of pulses of light that emerges from
subcritical modulational instability [17]. It has been shown that
temporal LSs exhibits a homoclic snaking type of bifurcation
[17].

When all fiber cavities are operating close to the zero
dispersion regime, it is necessary to take into account high-
order chromatic dispersion effects. These effects may play
an important role in the dynamiLS of photonic crystal fibers
(PCF’s) [18]–[20]. PCF’s allow a high control of the dispersion
curve and permit exploring previously inaccessible parameter
regimes [21]–[24]. The inclusion of the fourth order dispersion
allows the modulational instability to have a finite domain of
existence delimited by two pump power values [25]. Fourth
order dispersion has also been predicted to stabilize dark
temporal cavity solitons in PCF resonators [17]. Together with
this effect, the third order dispersion causes a spontaneous
broken reflection symmetry and allows a motion of both
periodic and localized structures [26]. The influence of higher
order dispersion on the nonlinear dynamical properties of
bright temporal LS’s in all photonic crystal fiber cavities
has been investigated in [27]. Temporal soliton families and
resonant radiation near zero group-velocity dispersion have
been also reported [28].

II. MEAN FIELD MODEL FOR PHOTONIC CRYSTAL FIBER
CAVITIES

We consider an optical system in which a continuous wave
(CW) of power S2 is launched into a single mode photonic
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Fig. 1. Schematic setup of PCF cavity. The transmission and the reflexion
coefficients of the beam sptiter (BS) are denoted by R and T , respectively.
The slowly varying envelope of the electric field circulation inside the cavity
is represented by E, and S is the injected field amplitude.

crystal fiber resonator by means of a beam splitter, as shown
in Fig. 1. The free propagation of light along the fiber is
described by a generalized nonlinear Schrödinger equation
(NLS) [29] where the propagation constant is expanded to the
fourth order of dispersion in Taylor series. The NLS combined
with appropriate cavity boundary conditions leads to the model
equation [25] :

tr
∂E(t, τ)

∂t
= (−α− iδ0 + iγL|E|2 − iβ2

L

2

∂2

∂τ2
(1)

+β3
L

6

∂3

∂τ3
+ iβ4

L

24

∂4

∂τ4
)E(t, τ) +

√
TS,

where E(t, τ) is the slowly varying envelope of the electric
field. tr is the time of one cavity round trip, t is the slow
time scale that describes the evolution of the field envelope
from one cavity round trip to the other, and τ is the fast time
in the reference frame moving with the group velocity of the
light, δ0 is the detuning between the input beam frequency, and
the closest cavity resonance. The coefficients β2,3,4 account
for the second, third and fourth order chromatic dispersion,
respectively. γ is nonlinear parameter, α represents the linear
dissipation and T is the transmission coefficient of the beam
splitter. In addition, we have neglected nonlinear phenomena
such as two-photon absorption and Raman scattering, since
we deal with pulses width larger than 1 ps [17]. The equation
(1) is valid when the cavity finesse is high, and when the
nonlinear phase shift and losses are much smaller than unity.
We furthermore assume that the optical field maintains its
polarization as it propagates along the fiber. The Eq. (1) can
be further simplified to obtain a generalized Lugiato-Lefever
model in an adimensional form [25]

∂E

∂t
= S − (1 + i∆)E + i |E|2E − iB2

∂2E

∂τ2
(2)

+B3
∂3E

∂τ3
+ iB4

∂4E

∂τ4
.

The link between the adimensional variables and parameters
and the physical ones are defined in [25]. The homogeneous
steady states (HSS) of Eq. (2) satisfy S = [1+i(∆−|Es|2)]Es.
We perform a linear stability analysis of the HSS with respect

to finite frequency perturbations of the form exp(λt + iΩτ),
this analysis yields the eigenvalues

λ = −1 + iB3Ω3 ±
√
I2s − (−∆ + 2Is +B2Ω2 +B4Ω4)2

(3)
where Is = |Es|2 corresponds to the uniform intensity
background of light.

The system becomes unstable when one of these two
eigenvalues becomes zero with a finite frequency. The system
exhibits a modulational instability between the first threshold
Ic1 = 1, and the second threshold Ic2 = [2κ +

√
κ2 − 3]/3

with κ = B2
2/(4B4) + ∆. It has been shown in [25], [27]

that the fourth-order dispersion limits the region of modulation
instability between these two intensity levels. Indeed, when
B4 = 0, the second threshold does not exist. We note
also frequency degeneracy Ω2

l and Ω2
u at the first instability

threshold where Ω2
l,u = [−B2±

√
B2

2 + 4B4(∆− 2)]/(2B4).
At the second threshold Ic2, a new critical frequency appears
Ω2 = −B2/2B4.

In what follows, we remove the frequency degeneracy
for the first threshold by choosing B2, B4 and ∆ such as
B2

2 + 4(∆ − 2)B4 = 0. In this case, the MI zone is limited
between two thresholds, the first at I1c = 1 and the second
will be at I2c = 5/3, while the destabilized frequencies in both
thresholds will be equal to Ω2

c = Ω2
l = Ω2

u = −B2/(2B4).

III. WEAKLY NONLIEAR ANALYSIS

We shall describe the nonlinear evolution of the system
in the vicinity of the seconnd instability point I2c = 5/3.
The small-amplitude inhomogeneous stationary solutions, i.e.,
solutions that are independent of slow t and fast τ times can be
calculated analytically by employing the standard theory [30],
[31]. For this purpose, we first decompose the electric field
into its real and imaginary parts: E = x1 + ix2 and introduce
the excess variables as (x1(t, τ), x2(t, τ)) = (x1s, x2s) −
(U(t, τ), V (t, τ)) with x1s and x2s are, respectively, the
real and the imaginary parts of the homogeneous solutions
independent of t and τ . The homogeneous solutions of Eq.
(1) obey to

−x1s + S − x2s(x21s + x22s −∆) = 0 , (4)
−x2s + x1s(x

2
1s + x22s −∆) = 0 . (5)

Next, we introduce a small parameter ε� 1 which measures
the distance from the critical modulational point. We expand
all variables around their critical values at the bifurcation
point.

S = S2c + εµ1 + ε2µ2 + · · · (6)
(U, V ) = ε(U0, V0) + ε2(U1, V1) + ε3(U2, V2) + · · ·(7)

(x1s, x2s) = (a0, b0) + ε(a1, b1) + ε2(a2, b2) + · · · (8)

We expand the time as

∂

∂t
=

∂

∂T0
+ ε

∂

∂T1
+ ε2

∂

∂T2
+ · · · (9)

At the leading order in ε we find that a0 = b0 = µ1 =
0. At this order, near the critical point we can approximate
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soltuions by a linear superposition of the corresponding critical
frequencies Ωc and Qc

(U0, V0) =

(
1,

ρ+ 3

1− 3ρ

)
W̃ exp i(QcT0 + Ωcτ) + c.c. (10)

where c.c. denotes the complex conjugate and ρ = 5/3 −∆.
The complex amplitude W̃ associated with the frequancy Ωc

does not depend on the time τ , it depends only on the time T0.
The quantities ai, bi, Ui, and Vi can be calculated by inserting
( 19- 22) into (2, 17, 18) and equating terms with the same
powers of ε. At order ε2, the solvavility condition imposes
that a1 = b1 = µ1 = 0. The application of the solvability
condition to the order ε3 brings an amplitude equation for the
unstable mode. In terms of the unscaled amplitudes (W=ε W̃+
· · · ), we obtain

∂W

∂t
= µW + (fr + ifi)W |W |2 (11)

Where

µ =
S − S2c

(3ρ+ 1))(ρ+ 3)Sc
with S2c =

√
5

3

√
1 + ρ2(12)

fr =
ac+ bd

c2 + d2
and fi =

bc− ad
c2 + d2

(13)

where the coefficients a, b, c and d are expressed in term
of the detuning parameter ∆ = 5/3 − ρ When fr(∆) < 0,
the modulational instability is subcritical. In this case, it is
necessary to retain the fifth order in ε, since equation ( 24)
loses its meaning. Thus, if fr(∆) > 0, the modulational
instability is supercritical, leading to stable small amplitude
temporal structures. The parameter regime where the bifurca-
tion is supercritical is plotted in Fig. 2a. The transition from
super- to sub-critical modulationnal instability is explicitly
given by fr = 0. This condition corresponds to the threshold
of the emergence of temporal cavity solitons that we shall
discuss is the next section. The dependence of the threshold
as a function of the third order dispersion coefficient and of
the detuning parameter is shown in Fig. 2b. Note, however,
that the third order dispersion affects the threshold of the
modulational instability as well. In the supercritical case where
fr(∆) > 0, we seek for solutions of Eq. 24 in the form
of W = A exp (iRt). Inserting this ansatz in Eq. 24. The
stationary solutions are

As = 0, As = ±
√
−µ
fr

and R =
µfi
fr

(14)

The third order dispersion breaks the symmetry (τ,−τ). This
breaking symmetry induces a motion of temporal structures
and the linear and nonlinear correction to their velocity is

v = vl + vnl with vl =
∂λi
∂Ω

and vnl =
∂R

∂Ω
(15)

In terms of the dynamical parameters the linear and the
nonlinear velocities are

vl = 3B3Ω2 and vnl =
µ

fr

∂fi
∂Ω

(16)

The velocity as a function of the third order dispersion
coefficient (Eq. 29) is plotted in Fig. 3. The velocity of moving
temporal structures calculated through numerical simulations
of the model Eq. 2 is in good agreement with the one estimated
from the above analysis.

IV. WEAKLY NONLIEAR ANALYSIS

We shall describe the nonlinear evolution of the system
in the vicinity of the seconnd instability point I2c = 5/3.
The small-amplitude inhomogeneous stationary solutions, i.e.,
solutions that are independent of slow t and fast τ times can be
calculated analytically by employing the standard theory [30],
[31]. For this purpose, we first decompose the electric field
into its real and imaginary parts: E = x1 + ix2 and introduce
the excess variables as (x1(t, τ), x2(t, τ)) = (x1s, x2s) −
(U(t, τ), V (t, τ)) with x1s and x2s are, respectively, the
real and the imaginary parts of the homogeneous solutions
independent of t and τ . The homogeneous solutions of Eq.
(1) obey to

−x1s + S − x2s(x21s + x22s −∆) = 0 , (17)
−x2s + x1s(x

2
1s + x22s −∆) = 0 . (18)

Next, we introduce a small parameter ε� 1 which measures
the distance from the critical modulational point. We expand
all variables around their critical values at the bifurcation
point.

S = S2c + εµ1 + ε2µ2 + · · · (19)
(U, V ) = ε(U0, V0) + ε2(U1, V1) + ε3(U2, V2) + · · ·(20)

(x1s, x2s) = (a0, b0) + ε(a1, b1) + ε2(a2, b2) + · · · (21)

We expand the time as

∂

∂t
=

∂

∂T0
+ ε

∂

∂T1
+ ε2

∂

∂T2
+ · · · (22)

At the leading order in ε we find that a0 = b0 = µ1 =
0. At this order, near the critical point we can approximate
soltuions by a linear superposition of the corresponding critical
frequencies Ωc and Qc

(U0, V0) =

(
1,

ρ+ 3

1− 3ρ

)
W̃ exp i(QcT0 + Ωcτ) + c.c. (23)

where c.c. denotes the complex conjugate and ρ = 5/3 −∆.
The complex amplitude W̃ associated with the frequancy Ωc

does not depend on the time τ , it depends only on the time T0.
The quantities ai, bi, Ui, and Vi can be calculated by inserting
( 19- 22) into (2, 17, 18) and equating terms with the same
powers of ε. At order ε2, the solvavility condition imposes
that a1 = b1 = µ1 = 0. The application of the solvability
condition to the order ε3 brings an amplitude equation for the
unstable mode. In terms of the unscaled amplitudes (W=ε W̃+
· · · ), we obtain

∂W

∂t
= µW + (fr + ifi)W |W |2 (24)
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Where

µ =
S − S2c

(3ρ+ 1))(ρ+ 3)Sc
with S2c =

√
5

3

√
1 + ρ2(25)

fr =
ac+ bd

c2 + d2
and fi =

bc− ad
c2 + d2

(26)

where the coefficients a, b, c and d are expressed in term
of the detuning parameter ∆ = 5/3 − ρ When fr(∆) < 0,
the modulational instability is subcritical. In this case, it is
necessary to retain the fifth order in ε, since equation ( 24)
loses its meaning. Thus, if fr(∆) > 0, the modulational
instability is supercritical, leading to stable small amplitude
temporal structures. The parameter regime where the bifurca-
tion is supercritical is plotted in Fig. 2a. The transition from
super- to sub-critical modulationnal instability is explicitly
given by fr = 0. This condition corresponds to the threshold
of the emergence of temporal cavity solitons that we shall
discuss is the next section. The dependence of the threshold
as a function of the third order dispersion coefficient and of
the detuning parameter is shown in Fig. 2b. Note, however,
that the third order dispersion affects the threshold of the
modulational instability as well. In the supercritical case where
fr(∆) > 0, we seek for solutions of Eq. 24 in the form
of W = A exp (iRt). Inserting this ansatz in Eq. 24. The
stationary solutions are

As = 0, As = ±
√
−µ
fr

and R =
µfi
fr

(27)

The third order dispersion breaks the symmetry (τ,−τ). This
breaking symmetry induces a motion of temporal structures
and the linear and nonlinear correction to their velocity is

v = vl + vnl with vl =
∂λi
∂Ω

and vnl =
∂R

∂Ω
(28)

In terms of the dynamical parameters the linear and the
nonlinear velocities are

vl = 3B3Ω2 and vnl =
µ

fr

∂fi
∂Ω

(29)

The velocity as a function of the third order dispersion
coefficient (Eq. 29) is plotted in Fig. 3. The velocity of moving
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Fig. 3. Linear velocity of the periodic structure and its nonlinear correction
with respect to B3. Dashed curve denotes the linear velocity. The velocity
with its nonlinear correction (Eq. 28) is plotted by a solid line. The velocity
obtained from direct numerical simulations of Eq. (2) are indicated by circles.
Parameters are S = 1.4307, ε2 = 0.006, ∆ = 1.2, B4 = 0.1, and B2 =
−0.5657.

temporal structures calculated through numerical simulations
of the model Eq. 2 is in good agreement with the one estimated
from the above analysis.

V. MOVING LOCALIZED STRUCTURES

In this section, we are interested in the situation where
the bifurcation towards modulational instability appears sub-
critically. In the absence of the third order dispersion, the
typical bifurcation diagram is shown in Fig. 4. In the domain,
denoted by L, the system exhibits a coexistence between
two stable solutions: the homogeneous steady state (uniform
background) and the temporal train of periodic pulses that
emerges from subcritical modulational instability. Temporal
dark cavity solitons, connecting the HSS and a branch of
periodic solutions, are found in a well-defined region of
parameters called a pinning zone denoted L in Fig. 4. It has
been shown that temporal cavity solitons exhibit a homoclinic
snaking type of bifurcation [17]. Depending on the initial
condition used, a single dip, or multiple ones in the intensity
profile can be generated in direct numerical simulations of
Eq. 2. Examples of stationary temporal dark cavity solitons
involving one to six dips as shown in Fig. 5. They are obtained
from the same values of parameters and they are characterized
by an oscillating exponentially decaying tails.

Let us now investigate the effect of third order dispersion
on the dark cavity solitons. As we have already mentioned,
this effect breaks the reflexion symmetry (τ → −τ ) of
temporal cavity solitons emerging from subcritical bifurcation
point. This symmetry breaking induces a drift of the temporal
cavity solitons with a constant velocity. Examples of drifiting
temporal dark cavity solitons are shown in τ -t maps of the
Fig. 6.

VI. CONCLUSIONS

In this paper, we have investigated the weakly nonlinear
dynamics of all fiber cavities with both fourth and third order
dispersions in the neighborhood of the second modulational
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Fig. 5. Stationary temporal dark cavity solitons with up to 6 dips. (a)-(f)
corresponding to 1-6 dips or holes in the insensity profiles, respectively.
Parameters are the same as figure 3 with B3 = 0
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Fig. 6. Moving temporal dark cavity solitons with up to 4 dips. (a)-(d) are the
intensity profiles in the PCF cavity at t = 0, whereas (e)-(h) are space-time
maps in the (t,τ ) plane. Parameters are the same as figure 3 with B3 = 0.1.

instability point. We have estimated the velocity of moving
temporal train of periodic pulses that emerge from supercritical
modulational instability point. The drift is a consequence of
the third order dispersion that breaks the reflexion symmetry
(τ → −τ ). When the modulational instability appears subcrit-
ically, we found moving temporal dark solitons that can be
either isolated or self-organized.
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ABSTRACT 

Manual wheelchair users have a high risk 

of injuries on their joints and muscles of 

upper extremities due to the repetitive 

motion and their more or less efficient 

propulsion technique. Therefore, the 

propulsion technique improvement should 

decrease the risk of injury. One way of the 

study of the wheelchair propulsion is the use 

an instrumented wheel. Several commercial 

and non-commercial instrumented wheels 

used in indoor environment were reported in 

the literature. In this work, a low-cost 

instrumented wheel was designed and 

fabricated for manual wheelchair propulsion 

force analysis. The prototype consists of a 

mechanical kit and an electronic embedded 

system. Outdoor measurements have been 

performed and the results showed that the 

propulsion force and the rolling resistance as 

well as the mechanical power are much more 

important because of the nature of the 

ground. 

Key Words: Embedded system; Inertial 

station, Instrumented handrim, Manual 

wheelchair, Propulsion force. 

 

1. INTRODUCTION 

People with disabilities often depend on 

assistive devices to enable activities of daily 

living as well as to compete in sport. The 

wheelchair is fundamental in allowing a 

paraplegic user to carry out the tasks of 

daily living. In particular, manual 

wheelchair users have a high risk of injuries 

on their joints and muscles of upper 

extremities due to the repetitive motion and 

their more or less efficient propulsion 

technique [1, 2]. On the other hand, higher 

risk factors for cardiovascular disease were 

related to high body mass index values in 

persons with wheelchair dependent 

paraplegia after spinal cord injuries [3]. 

Therefore, the propulsion technique 

improvement should decrease the risk of 

injury. The kinematic and kinetic 

parameters that generally studied are push 

angle, wheelchair speed, stroke frequency, 

three-dimensional force and torque, and 

power output.  

The propulsion kinematics and kinetics 

have been studied in laboratory environment 

using wheelchair dynamometers [4,5], 

wheelchair ergometers [6-9], commercial 

instrumented wheels such as Smartwheel 

and OptiPush [10-14] or non-commercial 

instrumented wheels [15, 16]. In 

Smartwheel, three aluminum beams were 

mounted 120° apart on the wheel. Linear 

bearings were used so that force applied 

directly to the end of a beam toward the hub 

is transferred to the other two beams. Each 

beam fits into the point of a pie-shaped 

wheel section. Each beam was secured at the 

hub while the pushrim, via its standoffs, was 

mounted to the outer end of each beam. 

Each beam was instrumented with one set of 

full strain gage Wheatstone bridges with its 

conditioning circuit and dc excitation. An 
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optical encoder is used to measure the push 

angle by detecting the position of the 

reference beam with respect to top dead 

center [10, 17]. The pushrim force as well as 

torque components along X, Y and Z axes are 

obtained from the beams deflection and the 

wheel angle according to equations described 

in [17]. As in Smartwheel, three aluminum 

beams are also mounted 120° apart on the 

OptiPush wheel. However, the Smartwheel 

uses instrumented beams with strain gages 

to measure torques and forces, whereas the 

OptiPush uses a commercial 6-DOF force-

torque sensor at the center, which is 

attached to the rim through rigid beams. 

Both wheels come with a software package. 

A comparison between the results provided 

by the two wheels when simultaneously 

mounted on a manual wheelchair has been 

investigated by Vegter et al. and they found 

a good agreement between the two 

instrumented wheels [11]. Wu et al. 

designed an instrumented wheel using a 

commercial 6-DOF load cell and a data 

logger to measure three-dimensional forces 

and torques during the wheelchair 

propulsion [18]. Later, Goosey‑ Tolfrey et al. 

have developed a force-handrim measuring 

device composed of eight pairs of strain 

gages attached to four aluminum beams 

joining the handrim to the wheel hub. Each 

pair of strain gages was connected in a half 

bridge configuration to an associated 

conditioner to measure push rim forces 

during racing wheelchair propulsion [19]. 

More recently, Mallakzadeh and Akbari [16] 

proposed an instrumented wheel system in 

which the handrim assembly is attached to a 

round Plexiglas disc via four L-shaped 

slotted beams. The assembled hand rim is 

mounted directly to a commercial 6-DOF 

load cell without connecting to other parts of 

the wheel. The other end of the load cell is 

attached to a round aluminum retainer that 

is mounted on a wheel hub. The two 

commercial wheels described above have 

good performances but are very expensive.  

They are generally used in an an indoor 

environment and on ergometers or motor- 

driven treadmills. It is also the case for the 

non-commercial instrumented wheels.  

In this paper, we present a low-cost 

instrumented wheel prototype to be used in 

indoor as well as outdoor environments to 

measure propulsion force, wheelchair 

velocity, and wheelchair displacement to 

assess the mechanical power developed by 

the user during propulsion. 

2. EXPERIMENTAL & METHODS 

2.1. Developed prototype 

The experimental prototype developed in 

this work consists of two core components, a 

mechanical kit and an embedded 

instrumented device presented in Figure.1. 

and Figure.2., respectively. The mechanical 

part is illustrated in Figure.1. The prototype 

is composed of a wheel, a handrim, four load 

cells (1), four aluminum beams (2), and two 

bike accessories: a brake disk (3) and a front 

hub (4). One end of each load cells is screwed 

directly to the handrim using the pre-

existing threaded holes. Its other end is 

attached to the brake disk via the extension 

beam. The initial hub of the chair rear wheel 

is replaced by the hub (4) of the front wheel 

of a mountain bike. Once the brake disk is 

fixed on this hub, the prototype is attached 

to the wheelchair frame using a suitable 

bold. The prototype measures force on the 

handrim using four 5kg commercially-

available aluminum load cells including 

strain gages already glued and wired 

together in full-bridge Wheatstone bridge.  

 

 

Figure.1: Top drawings: assembled handrim 

prototype inside and front views. Bottom 

drawings: mechanical used spare parts. 

Figure.2. displays the assembly on the 

wheelchair showing the embedded system 
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with its constituent modules attached on the 

rear wheel axle and powered by a 9V 

battery. The HX711 is a precision 24-bit 

analog-to-digital converter designed for 

weighing scales and industrial control 

applications to interface directly with a 

bridge sensor. The accuracy of the force 

measurement is equal to 0. 1 % F.S. The 

BNO055 is a System in Package integrating 

a triaxial 14-bit accelerometer, a triaxial 16-

bit gyroscope with a range of ±2000°/s, a 

triaxial geomagnetic sensor and a 32-bit 

cortex M0+ microcontroller running Bosch 

Sensortec sensor fusion software, equipped 

with digital bidirectional I2C and UART 

interfaces. The HC-05 is a Bluetooth Serial 

Port Protocol module, designed for 

transparent wireless serial connection setup, 

able to use neither receiving nor 

transmitting data. The Arduino Mega 2560 

is a microcontroller board based on the 

ATmega2560 with 54 digital input/output 

pins, 16 analog inputs, 4 UARTs, a USB 

connection, a power jack, an ICSP header, 

and a reset button. 

  

Figure.2: Assembly on the wheelchair showing 

the embedded system composed essentially of 

HX711, BNO055, HC-05 and ArduinoMega-2560 

modules, respectively indexed from 1 to 4. 

 

 
Figure.3: Force, linear and angular velocities 

during manual propulsion 

2.2. Methods 

To move the wheelchair, the user must 

exert on the handrim a push oriented 

forward. During the push, the user upper 

limb transmits to the handrim a tri-

dimensional force whose three components 

can be determined from an instrumented 

wheel similar to those described in the 

introduction [10-16]. The tangential force 

component to the handrim that contributes 

to the displacement of the wheelchair is 

determined by calculation. During the 

wheelchair propulsion with our prototype 

instrumented wheel, the tangential force 

component is directly measured by the 

output voltage of the load cells using the 

calibration curve of the sensor. For the 

geometry shown in Figure.3., the four load 

cells are subjected to the same moment of 

force. The BNO55 module is fixed in the 

wheel plane as shown in Figure.3. The wheel 

angular velocity Z expressed in rd/s is 

measured by the gyro. When the wheelchair 

moves in a straight line, its linear velocity V 

is given by (1), where RWC is the rear wheel 

radius. 

V = RWC . Z (1) 

Figure.4. displays the conventional 

configuration of the load cell (4a), the force 

exerted by the hand during propulsion (4b), 

and the distribution of the forces on the four 

load cells arranged in the prototype as 

illustrated in (4c). In the conventional 

configuration, the load cell is usually 

anchored at one end and supports a load f at 

its other end.  
 

 

Figure.4: Measurement method of the propulsion 

force on the instrumented wheel. (a) load cell 

conventional configuration, (b) tangential force 

during manual propulsion, (c) Forces applied on 

the four arms. 
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The moment of the force f applied to the 

cell of effective length d is then equal to f.d 

(See Figure.4a). During propulsion, the 

handrim causes the sensitive frame torsion 

resulting in the transfer of the same force F 

intensity to the four arms via the metallic 

disk (See Figure.4b). It was observed in a 

preliminary test on the instrumented wheel 

that a force F applied tangentially to the 

handrim gave the same voltage values 

measured at the output of the four load cells 

wherever the location of the force point of 

application on the handrim. In the 

instrumented wheel, each load cell is 

centered at one end of the rigid arm which is 

secured to the rigid brake disc connected to 

the wheel hub (See Figure.4c). The moment 

of the force F applied to the handrim with 

respect to the wheel hub axis C representing 

a lever of length L is equal to F.L Thus, the 

force intensity required to rotate the wheel 

is reduced by a factor d / L. In this work, 

d=7cm and L=28cm, so d/L=0.25; with 50N 

load cell, force intensity up to 200N can be 

applied. Maximal propulsion forces of 180N 

have been found in the literature. 

The typical shape of sensors signals 

versus time, obtained from a series of 

preliminary in-door measurements is 

presented in Figure.5. The evolution of the 

force versus time in Figure.5a. shows that 

the cyclic movement is performed in two 

phases: a push phase during which a force is 

exerted on the handrim and a recovery 

phase during which no force is applied. The 

slight dispersion in peak force intensity Fn, 

is related to the variability of the 

measurements generally observed for motor 

movements performed by the user. The push 

phase duration is a little shorter than that of 

the recovery step. As the wheelchair starts 

the first time, the user applies during the 

first push cycle a slightly greater force 

during a little longer time to overcome the 

initial inertia than for subsequent cycles. 

Once launched, the wheelchair is submitted 

to the motor torque exerted by the user and 

to a resistive torque due to the wheelchair 

tire rolling resistance. For in-door straight 

line motion on the horizontal and tiled 

ground, the wheelchair average speed 

increases to reach a stationary value as 

shown in red-dashed lines in Figure.5b. 

 

Figure.5: Typical sensors signals during indoor 

manual wheelchair propulsion 

Velocity oscillations (blue solid line in 

Figure.5b.) reflect the fluctuation of the 

wheelchair speed during the propulsion. 

During the push phases (ranges 1a-1b, 2a-

2b, ... na-nb in Figure.5b), the user exerts a 

force on the handrim causing an increase of 

the wheelchair velocity. For the same prefix 

number n associated to the cycle n, the suffix 

letters a and b indicate the start and the end 

of the push, respectively. The time interval 

between these two moments corresponds to 

the time duration of the handrim force in the 

corresponding cycle. At the end of push, the 

subject releases the handrim and the 

wheelchair continues to move because of its 

inertia, but is rapidly slowed down until stop 

because of the rolling resistance. The 

velocity V(t) decreases linearly to zero as 
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shown in the blue solid-line curve of 

Figure.5b. and the rolling resistance FR can 

be deduced from the straight line slope  

using Equation (2). In this relation, MT is 

the mass of user-wheelchair system. 

FR = MT . V/t  (2) 

As the manual wheelchair propulsion is a 

movement in which the user transmits a 

force F tangential to the handrim to move 

the wheelchair during a time t, the 

mechanical power P developed during this 

time is given by 

𝑃 =
 

  
=

∫    

  
 (3) 

where the work W acting during a time t 

and is expressed by   

 = ∫     (4) 

In practice, considering a displacement li 

during the cycle i, the discrete version of the 

integral in the relation (4) is the sum, thus  

 = ∑        
 
    (5) 

Therefore, the wheelchair displacement 

has to be assessed. The acceleration 

component Az issued from the BNO055 

module is used to indirectly measure the 

wheel rotation angle. It reports the angular 

position over 360° and goes suddenly from 

180° to 180° after each complete turn (See 

Figure.5c.). The displacement li during 

push time PS is related to wheel angular 

displacement   by  

li =  .  RWC (6) 
 

If i and f are the initial and final 

angular position, respectively, after n 

complete turns of the wheel, the wheelchair 

linear displacement DWC is expressed as 

DWC = [i + f + (n1)2] RWC (7) 

2.3. Experimental conditions 

A volunteer non-disabled and unskilled 

adult man (mass=90kg) sit in a standard 

manual wheelchair (mass=15kg) with the 

instrumented wheel mounted on the left side 

was asked to perform a ride on a straight 

asphalt road 60m long inside the campus. 

The road is without obstacle but exhibiting 

unevenness less than 1% as well as some 

bumps. The wheelchair started from zero 

velocity and the user was asked to propel the 

wheelchair so as to maintain a speed of a 

normal walking adult (around 4km/h) and to 

release the handrim at about ten meters 

before the arrival line to measure the rolling 

resistance. 

For each load cell static calibration, the 

rear wheel has been immobilized and several 

known masses in the range 1-10kg have 

been hanged at the handrim. For each 

suspended mass, the output voltage was 

measured. The procedure has been repeated 

for the same load cell at different 

inclinations with respect to the vertical.  

 

3. RESULTS AND DISCUSSION 

The calibration curve of one of the four 

load cells placed on the instrumented wheel 

exhibits a linear behavior as illustrated in 

the graph of Figure.6. All the four load cells 

calibration curves are linear with a 

discrepancy less than 10%. 

 

Figure.6: Calibration curve of the load cell. 

Energy consumption is an important 

parameter in an embedded system requiring 

the use of low-power electronic components. 

The assessed current consumption by the 

microcontroller, the load cell conditioner, the 

BNO055 and the HC-05 circuits were found 

to be equal to 80mA, 6mA, 12mA and 50mA, 

respectively. A 9V/1200mAh 6AM6 single-

use Lithium battery can provide energy up 

to 8h. Such a value seems to be sufficient 

since the user usually needs to know his 

energy expenditure through the mechanical 

power calculated during the sessions devoted 
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to physical exercises. A cheaper option can 

be considered by using a 9V/600mAh 

rechargeable Lithium-ion battery the 

duration is reduced to 6h. 

The photograph in Figure.7. shows the 

manual wheelchair user riding on asphalt 

road inside the campus with approximately 

the same speed as that of the man walking 

slightly front of him. Because of the nature 

of the road (asphalt, unevenness, bumps), 

the user found some difficulty in keeping 

constant the direction of motion of the 

wheelchair. Going through the bumps 

slightly slowed down the wheelchair while 

the little descent in unevenness gave the 

sensation of a lighter load.  

 

Figure.7: Wheelchair propulsion on straight 

asphalt road without obstacle with speed of a 

walking man. 

The wheelchair linear position during 

the outdoor test shown in Figure.7. was 

obtained using the relation (7). It is 

represented in Figure.8. as a function of 

time. When he almost reached the 50m 

benchmark, the user released the handrim. 

Unlike the indoor trials where the 

wheelchair continued to advance over a 

dozen meters, the wheelchair stopped in the 

outdoor test just after reaching 50m, about 

ten meters before the expected arrival line. 

The slight discrepancy from the linear 

behavior in the graph of Figure.8. is related 

to the velocity variation due to the road 

unevenness. The wheelchair average speed 

obtained from the distance graph is equal to 

1.25m/s and is approximately the same as 

that of the walker front of him (4.5km/h).  

 

Figure.8: Wheelchair position versus time during 

outdoor measures of Fig.7. 

Figure.9. shows the evolution of the 

wheelchair velocity during the outdoor test 

shown in Figure.7. There is a greater 

fluctuation of the average speed compared to 

the curve of Figure.5. performed in 

preliminary indoor tests. This confirms the 

trends observed in Figure.8. related to the 

road unevenness. The average speed is equal 

to 1.27 m/s with a standard deviation of 

0.345 m/s. During the eight last cycles, the 

average speed is raised to 1.50 m/s with a 

lower standard deviation of 0.10 m/s. It is 

worth noting that the value of the rolling 

resistance FR = 94N is almost 20 times 

greater than in the indoor case. The stroke 

rate around 1Hz during the outdoor test is 

close to the values reported in the literature 

[4, 20]. 

 

Figure.9: Velocity versus time of the manual 

wheelchair shown in Fig.7. 

The evolution of the pushing force applied 

to the wheelchair instrumented handrim 

versus time during the outdoor test is 

illustrated in Figure.10. 
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Figure.10: Pushrim force versus time during 

outdoor trial 

There is a greater fluctuation of the force 

peaks compared to what was observed in the 

preliminary indoor tests. Values between 

15N and 105N are in the range of ergometer 

data reported by different authors [4, 6, 12, 

15], although twice as large values have 

been reported for wheelchair racers [19].  

The average propulsion force is equal to 

18N with a standard deviation of 25N. For 

the last eight pushes, the average force 

raised to 22N with a standard deviation of 

31N. 

The force peaks Fmax as well as the 

displacement Li during the push phases 

are represented on the first two graphs of 

Figure.11. They were used to estimate the 

value of the work Wi at each thrust cycle 

performed during the test. This evolution is 

represented on the third graph of this figure. 

The average peak force on the 40s of the test 

is 54N with a standard deviation of 27N.  

For the last 8 push, the average peak 

force is 78N and its standard deviation 

equals to 27N. The average displacement 

during a push cycle is 0.91m with a standard 

deviation of 0.24m. The average duration of 

a push cycle is 0.712s with a standard 

deviation of 0.173s. The mean work per cycle 

has been found to be equal to 25.7J with a 

standard deviation equals to 16.3J. The 

corresponding mean power output P is equal 

to 35W or 0.38 W/kg with a standard 

deviation of 19.7W or 0.2W/kg. Such values 

are compatible with those obtained in 

literature for indoor measurements [6, 11].  

 

 

Figure.11: Force peaks, displacement, and work 

versus push cycle number. 

 

4. CONCLUSION 

Instrumented wheels have been 

developed for kinematics and kinetics 

analysis in order to improve the manual 

wheelchair propulsion technique and 

decrease the risk of injury. Wheelchairs 

equipped with such wheels are usually used 

in laboratory environment and on 

ergometers or motor- driven treadmills. Cost 

and required equipment associated have 

limited the use of instrumented wheels to 

medical or scientific analysis. The home-

made device presented in this work is 

characterized by a low cost and easy 

implementation. This makes it possible to 

consider using it on larger scale applications 

besides the laboratory ones. 
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The low-cost instrumented wheel 

presented in this work was designed and 

fabricated for manual wheelchair propulsion 

force analysis in the indoor as well as the 

outdoor environment. Outdoor 

measurements results showed that the 

propulsion force and the rolling resistance, 

as well as the mechanical power developed 

are much more important due to the nature 

of the ground. A power output mean value of 

0.38W/kg has been developed during 

wheelchair propulsion on asphalt road which 

seems to be compatible with the indoor 

results. As perspective, for general public 

use, this kind of device could provide data of 

interest to the user himself, such as the 

work and power furnished within a time 

range or during a trip. This type of 

information associated with energy 

expenditure could be used to improve the 

quality of life of manual wheelchair users. 
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Abstract — In this paper a voltage gain of 155 for an 

unloaded Rosen type piezoelectric transformer operating 
at the first mode was successfully measured with a 
precision of 5%. For this purpose, it was necessary to 
ensure a good impedance matching along the measuring 
circuit. Also, using the admittance circles obtained from 
the measured admittances, the PT equivalent circuit 
constants were determined experimentally and found 
matching the calculated ones (model 1D). Precisions less 
than 10% have been reported. 
 

Index Terms — Acoustic wave, Equivalent circuit, High voltage, 
Measurements, Piezoelectric transformer, Voltage gain. 

I.  INTRODUCTION 
The demand of miniaturised electronic devices has 

increased with the rapid rise of portable equipments such as, 
notebook-type computer and digital camera [1-3]. One 
interesting solution consists in combining inverse and direct 
piezoelectric effects to realise piezoelectric transformers (PT), 
the coupling between primary and secondary is achieved 
through mechanical vibration at the resonance frequency. 
Piezoelectric transformers, compared with traditional 
electromagnetic transformers, provide many merits such as 
high voltage gain, high power density, high frequency, high 
efficiency, good isolation, no wires, small size, small weight, 
low loss, inexpensive and absence of electromagnetic noises.  

In this paper, an unloaded Rosen type piezoelectric 
transformer made of pz26 hard ceramic with dimensions of 
25mm×3mm×2mm is studied. Its electrical circuit constants 
are theoretically and experimentally identified using 1D model 
and Nyquist diagram method respectively.   

II.  ROSEN TYPE PIEZOELECTRIC TRANSFORMER 
Rosen type PTs have been studied in many papers since 

they were proposed by Rosen in 1956 [4]. These transformers 
are made of a long thin bar piezoelectric material. The 
primary, polarised in the thickness direction, is coupled to the 
secondary, polarised in the length direction.  

 

 
 
 
 
When an alternative voltage V1 is applied between the input 

electrodes, the transverse mode (31) is created in the material 
through the electromechanical coupling factor k31 (inverse 
effect). With the transmitting vibration from the primary side, 
the longitudinal mode (33) induces through the 
electromechanical coupling factor k33 an electrical field in the 
secondary side (direct effect). A voltage V2 between the 
output electrodes is then produced. For the first mode, at the 
resonance frequency, the external free faces w×t expand and 
contract simultaneously and the stress is maximal at the 
junction (Fig.1). 

 

 
 
 

 
Fig.1. Rosen-type piezoelectric transformer : a) Basic simplified structure.   b)  
half wavelength resonance  
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The Rosen-type PT discussed in this work is based on a 
soft-lead titanate zirconate (PZT) ceramic (Pz26, from 
Ferroperm) with dimensions being  2l×w×t = 25×3×1.5 mm3. 
Except the mechanical quality factor Q, Pz26 material 
constants used for calculation are tabulated in table 1. 
 
 

TABLE 1 
Pz26 MATERIAL CONSTANTS USED FOR CALCULATIONS 

 

 

 

 

 

 

 

 

A. 1D modeling 

Many modeling techniques have been established to analyse 
the electrical and mechanical behavior of piezoelectric 
transformers [5-6]. In this paper, we present an analytical 
model relying only on the one-dimensional assumption :  if the 
thickness and width of the transformer are small compared to 
the length of the primary and the length of the secondary, by a 
factor of at least ten, only longitudinal waves along the length 
of the PT (x axis) can be considered. Then, the differential 
equation of propagation and equations of piezoelectric can be 
written as [7] :  
For the primary side :  

                                     (1)   

S1 = sE
11T1 + d31E3                               (2)                          

D3 = εT
33E3 + d31T1                                        (3)     

And for the secondary side: 

                                            (4) 

E3 = βT
33D3 – g33T3                                                         (5)                                    

S3 = sD
33T3 + g33D3                                     (6) 

 Where ρ is the piezoelectric material density. The terms ui, 
Si, Ti, Ei, Di denote respectively the displacement (change in 
length, in m), strain (dimensionless), stress (in Pa), electric 
field strength (in V/m), and electric displacement (in C/m2), 
along axis xi (i=3 refers to polarization). 
The mechanical and electrical boundary conditions are : 

T1(x = - L) = 0                                       (7) 
T3(x = L) = 0                                    (8) 
T1(x = 0) = T3(x = 0)                              (9) 
u1(x = 0) = u3(x = 0)                              (10) 
VS= ZLIS=jZωtwD3                                 (11) 

The solution of the precedent equations system shows that it 
is possible to represent the PT by a conventional electrical 
equivalent circuit near the resonance frequency as shown on 
figure 2 [8]. Inspired from the Mason circuit [9-10], it is 
widely used in the literature. It includes a series motional 
branch RLC. The inductance L and the capacitance C denote 
inertial and potential mechanical energy respectively, the 
resistance R takes into account the mechanical losses when the 
dielectric losses are neglected. N is the ratio of an ideal 
electromechanical transformer. C1 and C2 are the static 
capacitances of the input and output parts respectively. Since 
each of these elements is directly related to the size and 
piezoelectric properties of the pz26 ceramic. 

 

Fig. 2.  Conventional electric equivalent circuit of the PT  

 
The unloaded voltage gain V2/V1 can be expressed in its 

symbolic form as [11-14] : 
 
V2/V1 = α Q l / t 

 
It is approximately proportional to the ratio of length to 

thickness, the coupling factors and the mechanical quality 
factor. 

III.  EXPERIMENTAL PROCEDURE 

A. Admittance measurements  
It is possible to determine values of a lumped equivalent 

circuit (Fig.2) by analysing the complex admittance curves. 
This method is widely used to characterize piezoelectric 
resonators. The input admittance Y1 and the output admittance 
Y2 when the secondary side and the primary side are 
respectively short-circuited have been measured at the first 
mode. 

 
Fig. 3. Admittance measurements  
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 Values 
ρ  7700 kg.m-3 

Es11 , D
33s  13×10-12, 11×10-12 m2.N-1 

0
T
33 ε/ε  1300 

d31 -130×10-12 m.V-1 
g33  28×10-12 V.m.N-1 
k31, k33  -0.33, 0.68 

l ×w×t  12.5×5×2 mm3 
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The measurements (conductance G and susceptance B) 
were performed as a function of frequency using a 4192A LF 
impedance analyzer (Hewlett-Packard). The PT was excited 
with a sine wave with amplitude of 1Vrms generated by the 
same impedance analyzer. Data were acquired over a 
frequency range from 55 to 85 KHz with steps of 10Hz using 
acquisition software developed in Lab-VIEW (National 
Instruments Corp., Austin, TX). (Fig.3) 

From the admittances modules, the input and output 
impedance, the resonance frequency and the input and output 
quality factors Q1 and Q2 can be deduced experimentally 
(bandwidth at -3dB) from the admittance modules. Then, from 
the admittance circles, the experimental values of the circuit 
constants (R, L, C, N, C1 and C2) can be deduced (fig.4). The 
comparison between the theoretical values and the 
experimental ones is shown on table 2.  

Except the quality factor Q, experimental results have been 
compared to theoretical predictions (model 1D) and are found 
to be globally in good agreement all results are in good 
adequation. The relative error does not exceed 10%. 

 
 
 

For the quality factor Q, the theoretical value (1000) is 
given before the metallisation of the pz26 ceramic. In fact, it 
has been verified that the nature (silver, aluminum, …) and the 
thickness of the electrode affect considerably this factor [15].    

 
 

 
  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. Input (Y1) and output (Y2) admittance measurements: Module and Nyquist Diagram 
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TABLE 2 :  COMPARISON BETWEEN THEORETICAL AND EXPERIMENTAL ELECTRICAL CHARACTERISTIC OF THE PT 
 

 
 

 
 

 
 

 
  
 

 
 

 
 
 

 

 
 
 
 
 
 
 

 
 
 
 

 
 
 

 
B. Unloaded voltage gain measurement 

 

  
 

Fig.5. Experimental setup  
 

The transformer was tested under sinusoidal excitation 
using the experimental set-up shown in figure 5. The 
transformer was driven using a function generator (HP3314A), 
a digital oscilloscope (LeCroy 64Xi-A) was used to measure 
input and output voltages. 

 
 
 

Table 3: Comparison between experimental and theoretical 
results fot voltage gain and resonance frequency 

 
 
 
 

 
 

According to the input and the output impedance of the 
transformer, it is necessary to ensure a good impedance 
adaptation between the generator and the primary side and  
between the secondary side and the oscilloscope. It was 
apparent that an even higher impedance diagnostic would be 
needed to measure the output voltage. In fact, if in the primary 
side, the generator impedance (from 10Ω to 10 kΩ) can be 
settled exactly on the input impedance of the transformer 
(table 2). In the secondary side, it is difficult to ensure the 
ideal open circuit condition to measure the unloaded voltage 
gain of the PT because of the input impedance of the 
oscilloscope (1MΩ), too low compared to the output 
impedance of the transformer. 

 
During initial experimentations by using only the 

oscilloscope, an output voltage of 4.15 at the resonance 
frequency of 63.1 kHz was measured. Then, by attaching a 
1:10 probe, the predictions were moderately improved. (75- 
64.5 kHz) However, when a 1:100 probe was attached to the 
oscilloscope, in order to rise its effective impedance the 
measured value of the output voltage (155) were closer to the 
theoretical results (183) as it is shown in table 3 and figure 6.   

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

 
 

Experimental 
 values 

Theoretical 
values 

Resonance frequency 
Input impedance  (Ω) 

65.7 
103 

66.2 
98 

Input quality factor 240 1000 
Output impedance (MΩ) 19.24 18.3 
Output quality factor 241 1000 
C1 (×10-10 F) 3.62 3.2 
C2 (×10-12 F) 5.33 4.94 
R (Ω) 10175 11008 
L (H) 5.97 6.43 
C (×10-12 F) 0.91 0.99 
N 3.76 3.96 

 1D 
model 

Nyquist 
diagram 

Experience 
(oscilloscope) 

Experience 
(1:10 probe) 

Experience 
(1:100 probe) 

Voltage gain 183 155 4.15 75 164 

Resonance frequency (kHz) 65.7 71.17 63.1 64.5 66.2 
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Fig. 6 : Voltage gain for unloaded transformer at the first mode: comparison 
between theoretical and experimental results  

 
IV- CONCLUSION 

 
In this paper, calculated and experimental characteristics of 

a Rosen type piezoelectric transformer operating at first mode 
have been presented. Experimental results have been 
compared to theoretical predictions (model 1D) and are found 
to be globally in good agreement despite a few discrepancies. 

The major contribution of this work is the measurement of 
the voltage gain of unloaded transformer with precision. In 
fact, it has been successfully measured. This requires the 
control of impedance adaptation along the measurement chain 
(generator, primary, secondary, and oscilloscope). The 
piezoelectric transformer equivalent circuit constants were 
also found with good precisions.  
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1 

Abstract — Ultrasonic instruments used by inspection 
bodies must be periodically verified in order to assess their 
electrical performances. This requirement can be achieved by 
subjecting the instrument parameters to a characterization and 
verification according to the group 2 tests of the EN 12668-1 
standard. This paper presents an evaluation of the transmitter 
pulse parameters for different settings of energy, damping and 
repetition frequency. Measurement uncertainties were also 
calculated and a statistical comparison to the manufacturer’s 
technical specification was carried out, taking into account EN 
12668-1’s maximum permissible errors. A normalized error of 
0.59 was achieved for the less fitting settings. 
 

Index Terms — EN 12668-1:2010 standard, measurement 
uncertainty, normalized error, pulse measurement, ultrasonic 
instruments. 

I.  INTRODUCTION 
HE use of examination equipments by inspection bodies 
performing Non-Destructive Testing not only requires a 
trained and qualified staff, with a satisfactory knowledge of 

the type and series of the equipment being used, but it also 
requires the suitable examination equipment, which must be 
properly maintained and calibrated [1].   

The ultrasonic method in Non-Destructive Testing is the 
most widely used, disregarding the obvious ones of looking, 
feeling, measuring and weighing [2]. Hence, ultrasonic 
examination instruments are the most commonly used by 
inspection bodies.  
One way to verify and check on an ultrasonic instrument is to 
subject it to a characterization and verification according to 
the group 2 tests of the EN 12668-1:2010 standard, Non-
destructive testing – Characterization and verification of 
ultrasonic examination equipment. Part 1: Instruments. The 
group 2 tests are usually performed by the manufacturer, or his 
agent, prior to the supply of the ultrasonic instrument; or by a 
testing laboratory (preferably accredited), at twelve months 
intervals to verify the performance of the ultrasonic instrument 
during its lifetime or following a repair [3]. Chapter 9 of EN 
12668-1:2010 standard regroups five principal families of tests 

to perform on the ultrasonic instrument in order to periodically 
assess its conformity:  
- physical state and external aspects;  
- stability;  
- transmitter pulse parameters;  
- receiver;  
- linearity of time-base.  

The transmitter is an important part of the ultrasonic 
instrument. It creates and sends an electrical pulse to the 
transducer which produces an ultrasonic wave that spreads 
through the object being inspected and is reflected back to the 
receiver part of the instrument. The produced ultrasonic wave 
varies in shape, amplitude and duration depending on the 
shape and amplitude of the transmitter pulse. Chapter 9.4 of 
the EN 12668-1:2010 standard describes the procedure to 
verify four parameters that define the transmitter pulse. Those 
parameters are: 
 
- pulse voltage;  
- pulse rise time;  
- pulse duration;  
- pulse reverberation. 
 
Using an appropriate set up and depending on different 
settings of the transmitter pulse (repetition frequency, energy 
and damping), the four parameters are measured then 
compared to acceptance criteria quoted in EN 12668-1:2010. 
Those acceptance criteria are directly linked to the 
manufacturer’s specification of the type and series of the 
ultrasonic instrument under test.  
The present work presents an evaluation of the transmitter 
pulse parameters according to EN 12668-1:2010 and 
depending on different pulse settings of the ultrasonic 
instrument. The values are accompanied with their 
measurement uncertainties evaluated according to the Guide to 
the Expression of Uncertainty in Measurement [4]. The 
resulting values are then statistically compared with the 
manufacturer’s specifications for this type of ultrasonic 
instrument and assessed according to the EN 12668-1:2010 
standard acceptance criteria. 

T 
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II. MATERIALS AND METHODS  

The ultrasonic instrument subjected to the pulse transmitter 
evaluation in this paper is primarily used by our testing 
laboratory as a certified reference for proficiency testing by 
comparison with other laboratories. The instrument works in 
the range of frequency from 0.5 to 20.00 MHz (receiver part). 
The transmitter pulse has a square shape with a frequency that 
ranges from 0.1 to 10.00 MHz. Its shape and amplitude 
depend on three settings to be adjusted on the ultrasonic 
instrument: 
 

- Repetition frequency (PRF): Values range from 10 Hz to 
500 Hz in 10 Hz increments.  

- Energy: Pulse voltage values available: 100 V, 200 V,    
300 V or 400 V.  

- Damping: Pulse damping values available: 50 Ω, 100 Ω, 
200 Ω or 400 Ω. 

 
A 50 Ω non reactive resistor is connected across the 

transmitter output socket. According to the requirements of 
chapter 9.1 of EN 12668-1:2010, the non reactive resistor 
must have a tolerance of 1%. The lab ensures that this 
requirement is fulfilled by periodically verifying the value of 
the non reactive resistor that must stay within its tolerance.  

The pulse signal is visualized with a calibrated TDS 3054 
oscilloscope (Tektronix Inc.) which insures that the measured 
values are metrologically traceable. The AC voltage function 
of the oscilloscope is calibrated over the 50 mV to 410 V 
range while the time base function is calibrated over the       
2.50 ns to 100 µs range. The set up for the measurement of the 
transmitter pulse parameters is shown in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Set-up for the measurement of the transmitter pulse parameters 
according to chapter 9.4 of EN 12668-1:2010 
 

The measurement procedure as detailed in chapter 9.4.2.1 
of the EN 12668-1:2010 standard begins by setting the PRF, 
the damping and energy to their maximum values 
(respectively 500 Hz, 400 Ω and 400 V). Using the 
oscilloscope, we proceed to measure the transmitter pulse 
voltage 𝑉50 , pulse rise time 𝑇𝑟 , duration 𝑇𝑑  and amplitude of 
any reverberation that comes after the pulse 𝑉𝑟  as shown in 
Fig. 2 [3]. First step is to adjust time base and amplitude on 
the oscilloscope such as the pulse signal covers approximately 
80% of the screen height and width. 

Measurement of 𝑉50  is carried out by positioning the first 
V bar cursor at the 0% level of the pulse while the second      
V  bar  cursor  is positioned  at   the  100%  level  of the  pulse 

2 
 
(minimum peak). The value of 𝑉50  is considered to be the 
displayed difference of amplitude between the two cursors. 
The positioning for both cursors is repeated 10 times and a 
mean value of the transmitter pulse voltage 𝑉50

     is obtained. 
Measurement of 𝑇𝑟  is carried out by positioning the first    

V bar cursor at the 10% level of the pulse while the second    
V bar cursor is positioned at the 90% level of the pulse.      
The value of 𝑇𝑟  is considered to be the displayed difference in 
time between the two cursors. The positioning for both cursors 
is repeated 10 times and a mean value of the pulse rise time 𝑇𝑟

  
is obtained.  

Measurement of 𝑇𝑑  is carried out by positioning the first   
V bar cursor at the 10% level on the falling edge while the 
second V bar cursor is positioned at the 10% on the rising 
edge of the pulse. The value of 𝑇𝑑  is considered to be the 
displayed difference in time between the two cursors. The 
positioning for both cursors is repeated 10 times and a mean 
value of the duration  𝑇𝑑

      is obtained.  
Measurement of 𝑉r  is carried out by positioning the first    

V bar cursor at the 0% level of the pulse while the second      
V bar cursor is positioned at the peak of the ringing after the 
pulse. The value of 𝑉𝑟  is considered to be the displayed 
difference in amplitude between the two cursors. The 
positioning for both cursors is repeated 10 times and a mean 
value of the reverberation amplitude  𝑉𝑟  is obtained.  

Measurements of the four parameters are repeated at each 
pulse energy adjustment and with minimum damping 
following the same above procedure. All measurements are 
performed at a temperature of 23 ± 3 °C.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.  Transmitter pulse parameters to be measured (square shape) [3] 
 

III. MEASUREMENT UNCERTAINTY (TYPE A AND B)  
All parameters are calculated from the pulse signal 

displayed on the oscilloscope. Hence, a correction of 
calibration must be added to the mean value for each 
parameter. This correction is taken from the oscilloscope 
calibration certificate. Other corrections (drift, resolution, 
cursors positioning and influence of the ambient temperature) 
are taken to be zero: 

𝑉50,𝐶
       =  𝑉50

    + 𝐶𝑐𝑎𝑙 ,𝐻𝑐𝑢𝑟                         (1) 
𝑡𝑟 ,𝑐    = 𝑡𝑟 + 𝐶𝑐𝑎𝑙 ,𝑉𝑐𝑢𝑟                                (2) 
𝑡𝑑 ,𝑐    = 𝑡𝑑 + 𝐶𝑐𝑎𝑙 ,𝐻𝑐𝑢𝑟                               (3) 

𝑉𝑟 ,𝐶
      =  𝑉𝑟 + 𝐶𝑐𝑎𝑙 ,𝑉𝑐𝑢𝑟                              (4) 
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𝐶𝑐𝑎𝑙 ,𝐻𝑐𝑢𝑟  and 𝐶𝑐𝑎𝑙 ,𝑣𝑐𝑢𝑟  are respectively  the voltage and 
time base calibration corrections of the V bar cursors.       
𝑉50,𝐶
      , 𝑡𝑟 ,𝑐    , 𝑡𝑑 ,𝑐     and 𝑉𝑟 ,𝐶

      are respectively the corrected values of  
𝑉50
    , 𝑡𝑟 , 𝑡𝑑  and 𝑉𝑟 . 
 

For each parameter of the pulse transmitter, the Type A 
uncertainty is evaluated by the experimental standard 
deviation from 10 repeated measurements.  

The principal sources for the Type B uncertainty are the 
oscilloscope calibration and the positioning of the V Bar 
cursors (horizontally and vertically). The Type B uncertainty 
for the oscilloscope calibration is obtained from its calibration 
certificate using an interpolation method. The drift of the 
oscilloscope is also taken into account and its uncertainty is 
estimated by the experimental standard deviation calculated 
from at the data of at least the last 5 successive calibrations of 
the oscilloscope.  

Resolution and positioning in voltage and time base for the 
V bar cursors also contribute to the uncertainty budget: 
Voltage and time base resolutions are assumed to present        
a rectangular distribution. The Type B uncertainty is then 
estimated by dividing the cursor voltage resolution and the 
cursor time base resolution by 2√3. Whereas, the cursor 
positioning error, be it vertically or horizontally, introduces a 
Type B uncertainty estimated from dividing the maximum 
deviation when positioning the V bar cursors by 2√3. 

Finally, having  no  indication  in  the  oscilloscope  user’s 
manual about the influence of ambient temperature             
(23 ± 3°C), its uncertainty component is taken to be 
negligible. All components of uncertainty were evaluated 
according to [4]. The expanded uncertainty was reported with 
a defined coverage factor of k=2 (confidence level of 95.45%). 
 
IV. PULSE SIGNAL PARAMETERS ACCORDING TO NF EN 12668-

1:2010 MANUFACTURER’S SPECIFICATION  
Beside the usual instruction manual accompanying an 

examination instrument, the ultrasonic instrument evaluated in 
this paper came with manufacturer’s technical specification 
that defines the performance criteria of this type and series of 
instrument in accordance with clause 6 of the EN 12668-
1:2010 standard [5]. In case of the transmitter, the 
manufacturer’s technical specification contains the measured 
values of the four pulse parameters, at different settings of 
PRF, energy and damping with their respective maximum 
permissible errors (inappropriately called tolerances in [5], 
according to [6]). This manufacturer’s technical specification 
is essential when performing a characterization and 
verification of an ultrasonic instrument according to EN 
12668-1:2010 standard. This specification can also form part 
of the instruction manual in other type and series of ultrasonic 
instruments.  

In case of the transmitter pulse voltage and duration, EN 
12668-1:2010 chapter 9.4.2.2 defines maximum permissible 
errors of ± 10 % of the manufacturer's specification. Rise time 
should be less than the maximum value quoted in the 
manufacturer's technical specification. Finally, reverberation 

3 
 
 
should be less than the maximum value quoted in the 
manufacturer's technical specification. Finally, reverberation 
should be less than 4% of the transmitter pulse voltage. 
 
V. ASSESSMENT OF THE TRANSMITTER PULSE PARAMETERS  

In order to assess the transmitter part of the ultrasonic 
instrument in accordance to EN 12668-1:2010, the pulse was 
defined by the four parameters values 𝑉50,𝐶

             , 𝑡𝑟 ,𝑐     , 𝑡𝑑 ,𝑐     and 𝑉𝑟 ,𝐶
     , 

as well as their respective measurement uncertainties, at 
different settings of PRF, energy and damping. The results 
were compared with the manufacturer’s declared 
specifications, as well as their defined maximum permissible 
errors, by calculating the normalized error [7]: 

𝐸𝑛 =    
𝑥1 − 𝑥2

 𝑈𝑥1

2 + 𝑈𝑥2

2
                                                 5  

 
where x1 represents the corrected value of one measured 
parameter, x2 represents the value of the same parameter 
declared in the manufacturer’s specification, and under the 
same settings as for the measured parameter, Ux1

 is the 
expanded uncertainty for the measured parameter, and         
Ux2

 represents the defined maximum permissible error from 
the manufacturer’s technical specification, since a 
manufacturer maximum permissible error is an expanded 
uncertainty with a confidence level of 100%.  

The normalized error is a fine indicator for a testing 
laboratory performance since it takes into account the 
uncertainties associated with the measured parameters and 
reference values [7]. The reference values in case of this study 
are taken from the manufacturer’s specification. 
 

VI. RESULTS AND DISCUSSION 

The transmitter pulse parameters (𝑉50  , 𝑡𝑟  , 𝑡𝑑  and  𝑉𝑟 ) were 
measured at different settings of PRF, energy and damping as 
required in chapter 9.4.2.1 of EN 12668-1:2010. The results 
are presented in Tables I-VIII. 

All the measured pulse parameters at different settings can 
be accepted based on the acceptance criteria defined in chapter 
9.4.2.2 of EN 12668-1:2010, because all normalized errors 
were lower than 1. 

The normalized error is mainly affected by the value of the 
numerator  𝑥1 − 𝑥2  in (5) which represents the deviation 
between the value of one measured parameter and the value of 
the same parameter declared in the manufacturer’s 
specification. For the parameter being evaluated, larger the 
deviation between 1 and 2 will be, greater the normalized error 
will be, leading to greater chances for not meeting the 
acceptance criteria according to EN 12668-1:2010, taking into 
account the manufacturer’s technical specification. 

114 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



4 
 

dTable I.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                      
(PRF = 500Hz, Energy = 400V, Damping = 400Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 255.00 258.54 2.60 0.14 

𝑇𝑟  [𝑛𝑠] 11.00 11.99 0.35 0.04 

𝑇𝑑  [𝑛𝑠] 56.54 56.27 1.02 0.05 

𝑉𝑟  [𝑉] 0.84 1.30 0.17 0.04 

 
Table II.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                     

(PRF = 500Hz, Energy = 100V, Damping = 400Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 66.50 69.19 0.71 0.40 

𝑇𝑟  [𝑛𝑠] 6.50 6.64 0.10 0.01 

𝑇𝑑  [𝑛𝑠] 63.17 62.05 1.02 0.17 

𝑉𝑟  [𝑉] 0.06 0.40 0.12 0.13 

 
Table III.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                                                                                                    

(PRF = 500Hz, Energy = 400V, Damping = 50Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 255.00 257.54 2.60 0.10 

𝑇𝑟  [𝑛𝑠] 15.20 15.95 0.41 0.03 

𝑇𝑑  [𝑛𝑠] 56.54 56.03 1.02 0.09 

𝑉𝑟  [𝑉] 0.38 1.20 0.12 0.08 

 
 

Table IV.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                                     
(PRF = 500Hz, Energy = 100V, Damping = 50Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 66.50 68.76 0.71 0.34 

𝑇𝑟  [𝑛𝑠] 9.72 10.96 0.35 0.05 

𝑇𝑑  [𝑛𝑠] 59.45 58.51 1.02 0.15 

𝑉𝑟  [𝑉] 0.17 00.54 0.16 0.14 

 
Table V.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                                  

(PRF = 10Hz, Energy = 400V, Damping = 400Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 255.00 258.54 2.60 0.14 

𝑇𝑟  [𝑛𝑠] 11.43 11.04 0.35 0.01 

𝑇𝑑  [𝑛𝑠] 56.54 56.69 1.02 0.03 

𝑉𝑟  [𝑉] 0.31 1.60 0.12 0.13 

 
Table VI.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                               

(PRF = 10Hz, Energy = 100V, Damping = 400Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 66.50 70.47 0.72 0.59 

𝑇𝑟  [𝑛𝑠] 6.45 6.54 0.10 0.00 

𝑇𝑑  [𝑛𝑠] 63.17 62.36 1.02 0.13 

𝑉𝑟  [𝑉] 0.27 0.35 0.09 0.03 
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Table VII.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                      
(PRF = 10Hz, Energy = 400V, Damping = 50Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 255.00 256.54 2.60 0.06 

𝑇𝑟  [𝑛𝑠] 15.00 15.69 0.41 0.03 

𝑇𝑑  [𝑛𝑠] 56.54 56.27 1.02 0.05 

𝑉𝑟  [𝑉] 0.51 0.76 0.15 0.02 

 
Table VIII.  Transmitter pulse parameters values and respective uncertainty values for a pulse frequency of 10 MHz                                                                     

(PRF = 10Hz, Energy = 100V, Damping = 50Ω) 

Parameter Unit 
Declared 
value Result 

Expanded 
uncertainty 

Normalized 
error 

𝑉50  [𝑉] 66.50 68.37 0.71 0.28 

𝑇𝑟  [𝑛𝑠] 9.73 10.05 0.35 0.01 

𝑇𝑑  [𝑛𝑠] 59.45 58.25 1.02 0.20 

𝑉𝑟  [𝑉] 0.08 00.44 0.15 0.13 

  
For example, considering the transmitter pulse parameter 𝑉50 , 
the maximum value of 𝐸𝑛  (𝐸𝑛 = 0.59) is observed in Table VI 
for the following settings: PRF= 10Hz, Energy= 100V, 
Damping = 400Ω (max value of damping and  min value of 
energy). While this value of 𝐸𝑛  is considered to be acceptable 
(lower than 1), it remains above the values of normalized error 
calculated for the same parameter but for other settings. In 
contrast, the minimum value of 𝐸𝑛  (𝐸𝑛 = 0.06) is observed in 
table VII for the following settings: PRF= 10Hz, Energy= 
400V, Damping = 50Ω (min value of damping and max value 
of energy). The shapes of the transmitter pulse for the results 
of Tables VI and VII are shown in Fig. 3.  

In Fig. 3.a, one can observe that the pulse signal isn’t an 
ideal square shape and the system (instrument + non reactive 
resistor) oscillates when passing from the high level to the low 
level before settling down. The system is said to be 
underdamped. 

Considering that EN 12668-1:2010 requires to measure 𝑉50   
at 100% of the signal amplitude as shown in Fig. 2, the 
negative overshoot observed in Fig. 3.a causes the mean value 
of 𝑉50   to be slightly increased than if it was measured at the 
steady state (after settlement). Therefore, the deviation 
between 𝑥1 and 𝑥2 is slightly increased as well as the value of  
𝐸𝑛  calculated in table 6 for the parameter 𝑉50 . The other pulse 
parameters (𝑇𝑟 , 𝑇𝑑  and 𝑉𝑟 ) are also affected since they are 
measured based on the mean value of the pulse voltage (𝑉50

    ). 
However, in Fig. 3.b, even if the pulse signal isn’t an ideal 

square shape, no oscillation and no negative overshoot are 
observed when passing from the high level to the low level. 
100% of 𝑉50  is measured at the steady state and the deviation 
between 𝑥1 and 𝑥2 is reduced ( 𝑥1 − 𝑥2 = 1.54 𝑉) compared 
to the deviation for the settings of Table VI ( 𝑥1 − 𝑥2 =
3.97 𝑉). Therefore, the value of 𝐸𝑛  is also reduced. 

The fact that the system is underdamped is probably related 
to the adjustment of damping combined with energy, as well 
as the type and value of the non reactive resistor used for the 
evaluation of the transmitter pulse parameters. In fact, the 
damping for an ultrasonic instrument is a resistor in parallel to  

the transmitter output which is known to adjust the transmitter 
pulse shape and to eliminate probe cable reflections [8]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

(a)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
       
      (b) 

 
Fig. 3. Transmitter pulse shape (a) for the following settings : PRF=10Hz,  
energy=100V, damping=400Ω and (b) for : PRF=10Hz, energy=400V, 
damping=100Ω with a pulse frequency of 10 MHz 
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Adjusting the damping and energy modifies  the source                               
impedance 𝑍𝑆 (transmitter output) and when there is a 
mismatch with  the load  impedance 𝑍𝐿  (non  reactive resistor) 
it causes the system to be underdamped and overshoots 
and  undershoots (Fig. 3.a) are  observed  when  visualizing the  
signal on the oscilloscope. 
 

VII. CONCLUSION  
Performing inspections by methods of Non-Destructive 

Testing requires confidence on the behavior of the instruments 
that are susceptible to drift with time and use, or following a 
repair. Hence, for an ultrasonic instrument, the values of the 
electrical parameters can be different from their declared values 
in a manufacturer’s technical specification as seen in the present 
work. The user of the instrument should periodically verify 
those parameters.  
 In this paper, an evaluation of the transmitter pulse 
parameters of an ultrasonic instrument according to the 
requirements of the EN 12668-1:2010 standard have been 
presented. The results and their respective uncertainties were 
compared to the manufacturer’s technical specification and are 
declared to be acceptable according to the EN 12668-1:2010 
standard acceptance criteria.  
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ABSTRACT 

The human balance is one of the most 
important factors used in the postural 
analysis. Among all the available technics, 
usually, the conventional method allows only 
an approximation analysis of the body 
balance, and gives a partial factorial study.  
Nowadays, stabilometry represents a 
perspective solution for the whole body 
balance study, analyzing multiple 
parameters at the same time and making a 
relationship between them. This letter deals 
with the design and development of an 
instrumented static platform. The goal is to 
acquire the information related to the body 
posture represented by the movement of the 
center of gravity (COG) and the center of 
pressure (COP).  A low cost instrumented 
system built in the form of a platform; its 
dimensions are (120×80×10cm). The platform 
is based on two force sensors, Force Sensor 
Resistor (FSR) and strain gauge. 
Experimental tests have been carried out on 
healthy and pathological cases. The results 
show a typical pathological recognizing and 
allowed the detection of deficiency type, and 
the locomotors part responsible for postural 
deficiencies.  Based on the obtained results, 
we could decide that the developed platform 
allows to detect both real time COP and COG 
movement position, in addition to the 
pathological recognizing.. 
Key Words: Postural balance, force sensors, 
center of gravity, center of pressure.  

 

1. INTRODUCTION 

Nowadays, having a good posture remains 
a potential challenge given the life and work 
conditions that require us to disrupt our 
posture. Sometimes undergo stresses more 
than normal affects our health. Balance 
posture study is an important factor 
determining the posture organization. So, the 
balance study is defined by the relative 
position of body segments and their 
orientations in space, which represents a 
particular geometry controlled by neutral’s 
mechanisms. To analyze the human balance, 
postural system must be studied; the latter is 
divided into three basic parts illustrated as 
follows:          

• Sensory inputs represented by the 
external sensors that deliver to the central 
nervous system our situation in relation to 
our environment. Also, proprioceptors 
delivering to our central nervous system 
information that allow us to know the relative 
positions of different body segments against 
each other.   

•  A processing and integration unit 
represented by the central nervous system 
and its pathways.    

• An output represented by muscle tone 
whose role is to maintain the standing despite 
the gravity, and ensure balance when moving 
by determining the static support point [1].  
Given the daily life conditions, we are all 
asymmetrical result of our constitution, our 
habits and lifestyle. Some people 
counterpoise this situation and have no 
trouble which is not the same for others. 
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Indeed, particular circumstances such as 
working conditions or trauma may 
decompensate the postural system. In 
addition, the asynchronous postural sensors, 
such as a visual or mandibular asymmetry or 
asymmetry of plantar support, will generate 
a postural imbalance responsible for its 
attendant’s pathologies. Postural Deficiency 
Syndrome (PDS) occurs when the body 
regulation center is not able to achieve a 
congruent synthesis of information from 
different sensors [2].  Different methods are 
used to analyze and detect postural balance 
deficiencies. Among these, stabilometry 
method, based on the determination of two 
important parameters which are: the center 
of pressure (COP); this corresponds to the 
center point of the resultant distributed 
forces applied on floor by entire contact 
surface foot/ground, and the center of gravity 
(COG) which is, the point where all the mass 
is concentrated in the body. Its position is 
defined and determined from the average 
positions of segmental mass centers weighted 
by the mass of the segments [3].  In this 
context, a static stabilometry platform 
prototype has been developed, that can 
determine the center of gravity (COG) and 
the center of pressure (COP). A relationship 
between these two parameters was extracted 
under normal conditions and instabilities. In 
addition, we propose to study the results in 
order to classify them according to the type of 
disease to determine their characteristics [4]. 

 
2. PRINCIPAL OF POSTURAL 
BALANCE ANALYSIS 

The postural balance analysis is based 
on the evaluation of instantaneous COG and 
COP where the subject is standing on the 
platform. The analysis may include lateral 
and anterior/posterior movement of the COG 
and COP in a time series. For the COG, the 
system proposed is based on three sensors to 
measure the ground reaction force. The 
coordinates of the COG point of ground 
reactions vectors applications are calculated 
by the resulting force moments in the yy’ and 
xx’ axis [5] (see Figure 1). For the COP, six 
force sensors (FSR) are placed on a sole 
distributed on the following pressure map 
(see Figure 1): left lateral forefoot segment 
(LA), left medial forefoot segment (LB), left 
mid foot lateral segment (LC), left medial mid 

foot segment (LD), left lateral rear foot 
segment (LE) and left medial rear foot 
segment (LF). These six discrete areas 
contain the majority of force distribution of 
foot allowing us to draw the pressure line and 
to calculate the force’s moments of each zone. 
Also the coordinate of the COP according to 
the following Equations [6]: 

 
′⁄ 0 

1 3⁄ ∗ ∗ 0 
1 2⁄ ∗ 	 ⁄ 0 

‖ ‖  

′⁄ 0 

2 ∗ ∗ 0 

1 6⁄ √3 ∗ 2 ⁄ 0 

′⁄ 0 

‖ ‖  

 
Figure.1: Principal of postural balance analysis 

 
3. PLATFORM & EQUIPMENT 

The static platform was designed and 
developed to embed all sensors and support 
the heavy body during tests. It is constituted 
with wood which embeds body sensors in the 
middle and glass platform fixed on the 
sensors, may itself bear the weight of the 
standing individual above. A metallic tube is 
mounted to the system as a support which 
ensure the individual’s posterior stability 
during measurements. The platform 
dimensions are 120×80×10 as shown in 
Figure 2: 
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Figure.2: Platform design 

 
The conversion of force information into 

output signal is provided by sensors based on 
the resistivity changes depending on the force 
applied. Two types of sensors are used, the 
first is a strain gauge mounted on a flexible 
body where the resistance varies slightly 
depending on the bending of the body. This 
sensor is used for acquiring the force related 
to the COG. For the COP determination, 
another type of sensor has been used, it is 
composed of a polymer film changing 
resistance according to the above support 
(FSR), and it allows a local measurement of a 
specific portion with a high resistance 
variation. The difference between the two 
sensors and their choice is based on the 
precision of the strain gauge for determining 
the COG, and the maneuverability of the FSR 
installation on a specific foot area without the 
need of a support [7].  The output of each 
strain gauge sensor provides a millivolt range 
voltage from Wheatstone bridge mounted on 
the sensor body. This tension is pre amplified 
by an instrumentation amplifier AD622, 
characterized by its low offset, low noise and 
high CMRR. Then, conditioned by an offset 
stage adjustment. As the final phase, the 
signal passes a 2nd order Butterworth active 
filter with a 30  cutoff frequency. 
Regarding the signal from the FSR sensor, it 
was conditioned and filtered by an 
operational amplifier stage converting the 
resistance variation into a voltage signal. All 
conditioned signals are introduced into a 12-
bit ADC microcontroller ARM technology 
Cortex M3 for digital processing. The data 
was transmitted to a computer in order to 
display each sensor output signal and the 
COG and COP variation. 

 

4.  EXPERIMENTAL SETUP 

To explore our practical realization, 
several tests were performed on different 
individuals either in good posture or with 
postural deficiencies. As mentioned 
previously the postural deficiencies can be 
from interior sensors (proprioceptive) or exo 
sensors (eyes, ear, skin). Another reason can 
also unbalance the postural system caused by 
a bad nerve transmission or a problem in a 
muscle tone. Based on this hypothesis, firstly, 
preliminary tests were done on an individual 
in a good posture to analyze its balance by 
determining the COP, COG and the 
relationship between them. In the second 
part, we performed the same tests on the 
same individual, but by simulating cases of 
postural deficiencies by closing the eyes, ear 
and excitement of his feet by electro 
stimulator. At the end, we took as 
pathological cases of scoliosis. 

 

 
Figure.4: Strain gauge calibration 

 

 
Figure.5: Force Sensor Resistor calibration 
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5. RESULTS AND DISCUSSION 

The two sensors types of the platform were 
calibrated by using a test bench Lutron FG-
5000A equipped with a force indicator. With 
a maximum force of around 400 N for strain 
gauge sensor and a maximum force of 100 N 
for the FSR sensor, experimental data have 
shown the possibility of applying a linear 
regression on all extended measurement 
which procure two-sensor linear 
characteristics.   Figure 6 shows for the 
healthy case, a good stability is present for 
COG, oscillating around the equilibrium 
center. Unlike the latter, instability and a 
large displacement of the COG is noted for an 
individual closing his eyes, same thing for an 
individual closing his ears with low 
amplitude. Against, instability and a large 
displacement of the COG is observed also for 
an stimulated individual’s foot, this 
instability is momentary on shock time, 
following the foot stimulated direction. 
 

 
Figure.6: COG migration for pathologic 

simulation 
 

 
Figure.7: COG migration for real pathology 

For the test involving real pathological 
cases such as scoliosis and a sprained ankle, 
the same result for the simulation are 
observed in Figure 7 The only difference is 
illustrated in the way by which the individual 
tries to regain its equilibrium position. As the 
cases with scoliosis, the COG still shifts the 
center of balance opposed to a person with a 
sprain which is explained by habit and 
rehabilitation of individuals with the 
abnormality unlike a person who is 
momentary in postural deficiency.  Figure 8 
shows the pressure line for both posture 
cases, we observe a pressure line directed to 
the outside of the foot having low strength at 
the bottom, this is explained by the type of 
anomaly that requires the individual to stand 
up, leaning his foot outward and putting 
himself on the heel only. Thus, the pressure 
line follows the path of exerted forces and 
their direction. However, the calculation of 
the center of pressure for a healthy case and 
a case with an anomaly at the front of the foot 
is used to draw the line of pressure. So, we 
can extract COP line and illustrate how to 
restore strengths depending on the zone of 
the foot. 
 

 
Figure.8: Pressure line and COP migration 

 
5. CONCLUSION 

The aim of this work was to develop a 
platform with simple sensors able to acquire 
the human force and pressure data. 
Depending the on obtained results through 
the tests on healthy and pathological cases, 
we have studied the stability of an individual 
observing the migration of centers of gravity 
and pressure. These results were consistent 
with the abnormal posture or real 
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pathological cases. Based on the COP and 
COG results for the healthy and pathological 
case, we could localize the body part and the 
locomotor junction responsible for the 
deficiency 
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Figure.3: Conditioning circuit 
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ABSTRACT 
 
       The present work aims to determine semi 

empirical models Capderou and Perrin de 

Brichambaut that will allow us to evaluate the 

15 minute global solar radiation on tilted plane 

for clear and overcast days on the located Algiers 

city of Algeria and compare with the results 

measured at the localized site. Statistical 

indicators used to evaluate the accuracy of the 

model where the mean bias error (MBE %) and 

root mean square error (RMSE %). The results 

show that Capderou model have good estimation 

results in clear day conditions with RMSE% = 

10.93. On overcast days, Perrin de Brichambaut 

model present the best estimation where MBE % 

vary from -34 to 4%. 
 
Key words: Global solar radiation; Direct; 

Diffuse, Capderou; Perrin de Brichambaut, mean 

bias error (MBE %), root mean square error 

(RMSE%). 

1. INTRODUCTION 

    The importance of knowing the contribution of 

solar radiation is vital for adapting and 

implementing novel solutions for converting solar 

energy into thermal or electrical energy. For 

regions where no measured values are available, 

it is practice to estimate the solar radiation using 

several models. Although many such models 

exist, few of them only have been evaluated for 

short time scales in Algeria locations. Currently, 

semi empirical models have been developed to 

estimate the 15 minute global solar radiation 

that take into account latitude, longitude, certain 

climatic parameters, temperature differences or 

clouds, humidity,.. 

        In this paper, the performance of two 

models : Capderou [1], and Perrin de 

Brichambaut [2-4] will be used to estimate 15 

minutes of global solar irradiance in Bab ezzouar 

with different climates.  

2. DATA BANK 
     Geographical characteristics and the tilt value 

of the studied site are given on the following 

table: 

 

Table.1 Data Used For Selected Site 

Sites 
Altitude

(°) 

Longitude

(°) 

Latitude

(m) 

Tilt

(°) 

Bab 

ezzouar 
36°43'N 3°11'E 12 30 

 

 

       The experimental data used in our study, are 

global irradiance measured in Bab ezzouar at 

Algiers located in the north of Algeria. The 

irradiance data measured with a time step of 15 

minutes have been recorded on a tilted surface 

during the year of 2014 for the considered site. 

 

 

              ,                 
1 USTHB, LINS Lab, Faculty of Electronics and Computers, BP. 32 EL Alia, Bab Ezzouar, 16111, 
Algiers, talbi.kha@gmail.com 

Semi empirical models for estimating global solar 

radiation for inclined surfaces in the north of Algeria _ 

Algiers _  
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3. USED MODELS DESCRIPTION 

3.1. Capderou model 

    The total radiation incidence on an unspecified 

level of orientation is indicated by the sum of two 

terms as indicated by the relation (1) [1-2]:  

                                                      (1) 

  is the direct radiation on the tilted surface, it is 

expressed with the equation: 

         [        
   

     ) 
     ))  ]      ) (2) 

  where    is the extraterrestrial solar constant     

is the Link turbidity factor [2],   is the altitude in 

degrees and h the sun height angle (in degrees) 

   Knowing that for a horizontal plane:      )  
     ) where   is the angle of incidence, equation 

(2) becomes:  

           |        
   

     ) 
     ))  |      )         

(3) 

   and  Ih is the direct radiation on the horizontal 

surface. 

The diffuse radiation D is composed of three 

parts [1][2]: 

                                       (4) 

D1 is the diffuse radiation on behalf of the sky 

expressed by: 

          )    
      

 
        )                  (5) 

with        and     is the tilted angle. 

D2 is the diffuse radiation on behalf of the ground 

or the so called reflected radiation defined by [2]: 

     
       )

 
                       (6) 

D3 is the retro-diffused radiation expressed by 

the equation: 

     
       )

 
                        (7) 

Where: 

   : Directional diffuse       : Diffuse horizon‟s 

circle 

   : Isotropic diffuse soi   l   : Isotropic diffuse 

sky 

 

3.2. Perrin de Brichambaut model 

The global solar radiation on a tilted surface G 
presented by Perrin de Brichambaut expressed 

by [2][3][4]: 

                                       (8) 

where In is direct normal irradiance, Rb is the 

inclination factor. D is the scattered or diffuse 

radiation received on a tilted surface  [3] with 

inclination angle β: 

  [
       )

 
]                              (9) 

Dh is the diffuse radiation intercepted by a 

horizontal plane, Ds is the diffuse radiation 

coming from the soil and received at a horizontal 

plane; it is expressed by the following formula 

[4]: 

    [
        )

 
]          )    )              (10) 

  is the Albedo of the soil. 

4. RESULTS AND DISCUSSION 

To validate the obtained results we represent 

in figures 1 and 2 examples of the evolution of 

solar irradiance measured and estimated by each 

model versus time for clear and cloudy sky for 

the studied site. Examples of the 15-minute 

Matlab simulation results for clear and overcast 

skies derived using the two described models are 

shown in Figures 1 and 2: 
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Figure.1: Comparison between measured and 

computed global solar irradiance by the two models 

for clear sky days. (A) Day of Mai 06, (B) Day of 

June 23, (C) Day of March 24. 
 

Figure.2: Comparison between measured and 

computed global solar irradiance by the two 

models for overcast days. (A) Day of April 12, 

(B) Day of March 27, (C) Day of Mai 27. 

(A) 

(B) 

(C) 

 (A) 

 (B) 

 (C) 
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   Figures A, B and C in figure 1 and 2 show 

that the solar radiations obtained by the two 

models are in overall in conformity with the 

measures. We can note that for the site of Bab 

ezzouar, Capderou model have good estimation 

results in clear day condition. On overcast days, 

Perrin de Brichambaut model present the best 

estimation. 

 

         To validate the obtained results, we 

represent in Table 1 and 2 statistical indicators 

used to evaluate the accuracy of the two models 

which are the mean bias error (MBE %) and root 

mean square error (RMSE%) defined by the 

following relations: 

 

      )        
    

∑ (    ) 
   

))              (11) 

     )  (    (
   

∑ (    ) 
   

))              (12) 

 
Table.2 Error statistical indicators of the studied 

models for clear sky days in Bab ezzouar 

 RMSE% MBE% 

Mai 06 

Capderou 18.0097 6.8728 

Perrin of 
Brichambaut 

16.2773 -1.3913 

June 23 

Capderou 10.9379 0.0382 

Perrin of 
Brichambaut 

13.8651 -9.3506 

March 24 

Capderou 18.9217 7.2731 

Perrin of 
Brichambaut 

22.5956 18.3540 

 

           

The model is more efficient when RMSE and 

MBE should be closer to zero.  

 

           For clear days, the regression analysis 

shows that the lowest percentage of RMSE and 

MBE came from the Capderou model values 

which vary in the intervals [10.9379, 18.9217] 

and [0.0382, 7.2731] respectively. While the 

Perrin de Brichambaut model provides the 

highest RMSE and MBE values. 

 

 

 

 

 

Table.3 Error statistical indicators of the studied 

models for overcast days in Bab ezzouar 

 RMSE% MBE% 

April 12 

Capderou 40.6424 -24.3028 

Perrin of 

Brichambaut 
31.1403 -17.0110 

March 27 

Capderou 27.4399 -7.7113 

Perrin of 

Brichambaut 
27.2825 4.1632 

Mai 27 

Capderou 57.6751 -30.9083 

Perrin of 

Brichambaut 
57.1113 -34.4189 

 

 

As listed in table III, RMSE% and MBE% are 

considerably higher than on sunny days. 

     The smallest values of these statistical errors 

are given by the Perrin of Brichambaut model in 

this site where RMSE% = 27.2825 and MBE% = 

4.1632.  

The highest RMSE% and MBE% values are 

produced by Capderou model which vary in the 

intervals [27.4399, 57.6751] and [-30.9083, -

7.7113] respectively. 

 

 

5. CONCLUSION 

 

Global solar irradiance data are essential in the 

solar energy conversion devices. We have 

estimated 15-minute global solar irradiance at 

Algiers, with different climates. In this regard, a 

modeling of the solar radiation by an empirical 

approach is presented and simulated. The study 

was carried out for clear and overcast days, 

prompting our proposal of a “clearness index.”  

This work enabled us to confront measured 

values and those estimated by the two models; 

two statistical error indicators were used to 

compare the models. We found that for clear sky 

days the best results came from the Capderou 

model (RMSE=10.9376% and MBE% = 0.0382).  

For overcast days, we noted that Perrin of 

Brichambaut model provides the best overall 

accuracy with the least RMSE for this region. 
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ABSTRACT 

The posture balance is generally presented 
by the force distribution in contact with the 
ground. However, the two feet are the only 
elements in direct contact with the floor 
describing a specific force distribution. Each 
person represents different feet types from 
the other, based on the geometric form and 
the angular inclinations in the 3D.  This 
letter deals with the design and the 
development of an instrumented static and 
dynamic Force-foot distribution sole. The 
sensor element designed and developed is a 
low cost made, composed from a two-copper 
printed plate (8*8 mm) separated by a 
polymeric foil. The resistor value of this latter 
changes with the force applied on it. A matrix 
of multiple sensors elements are used to 
acquire the forces applied by the foot on the 
ground. Regarding the sensors conditioning, 
a multiplexer algorithm system with a 
resistance-voltage converter is used for data 
analysis and acquisition.  Experimental tests 
have been carried out compared to a fully 
static system showed a high correlation factor 
(r = 0.79). The prototype developed was tested 
in both static and dynamic mode. The force 
distribution and the center of pressure 
migration were the main objectives. 
Key Words: foot insole, pressure, force, 
center of pressure. 

 
1. INTRODUCTION 

iven the conditions of daily life, we are all 
asymmetrical results to our constitution, our 
habits and our lifestyle. Some persons 
counterpoise this situation and have no 
trouble which is not the same for others. 
Indeed, particular circumstances such as 

working conditions or trauma may 
decompensate the postural system [1]. 
Balance posture study is an important 
determinant factor of the posture 
organization. The balance study is defined by 
the relative positions of body segments and 
their orientations in space. This represents a 
particular geometry controlled by neutral’s 
mechanisms that regulate attitude changes 
[2].  Both feet are the unique elementary 
parts of the body which are in direct contact 
with the ground. The whole forces 
distributions are concentrated and 
distributed on four parts (front, middle                   
, rear and lateral). These force distributions 
give an overall global estimation of the 
posture. Each foot can represent a lateral 
part of the posture represented by the center 
of pressure. And by combining the two data, 
an estimation of the center of gravity analysis 
can be deduced [3]. Nowadays, all the 
techniques used for the forces distributions 
require very expensive devices, working only 
in the static and semi dynamic mode. This 
presents a major obstacle especially for the 
dynamic analysis of the walking. Multiple 
systems consisting of hundreds of force 
sensors are used for the data acquisition. In 
addition to the complex multiplexing 
algorithms, these devices are expensive and 
almost nonefficient for real time analysis 
[4][5].  In this letter, we propose a 
development prototype for the forces 
distributions and the center of pressure 
migrations analysis. Presenting almost the 
same characteristics of an industrial system, 
however, simplicity, low cost, portability and 
real-time analysis are the major benefits 
factors. We used a matrix low cost made 
sensors, printed on a copper plates separated 
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by polymeric foils. A high speed embedded 
system based on a hardware multiplexer 
system and resistancevoltage converters are 
used for the data acquisition and processing. 

 
2. THE DEVICE 

The sensor element used in the global device 
is a two-copper printed square (8*8 mm) 
separated by a polymeric foil. The purpose of 
the copper printed is to conduct the current, 
also to layout the design of the force sensor. 
On the other side, the polymeric foil is used 
for its resistive variation capability in 
function of the force applied. A total of 150 
sensors elements are printed on the same 
copper plate forming a plantar sole shape. 
Two identical copper plates are used; on the 
first one the sensors elements are connected 
together in column architecture and on the 
second one, they are joined together in row 
architecture. The two plantar soles are joined 
and each copper element is separated from 
the other by a polymeric foil.  The major 
forces distributions on the foot are 
concentrated in 4 parts: the front one 
presented by the 5 fingers, the middle part 
presented by the cuboid and the 3 cuneiform, 
the rear part presented by the calcaneus and 
the lateral part presented by the cuboid 
[6][7]. 
 
3. EXPERIMENTAL SETUP 

To detect and measure the resistance change 
of each sensor element, we used a simple 
electronic circuit consisting of a foot sole 
platform for static and dynamic force and 
pressure analysis  non inverter amplifier. 
This latter assures the resistance voltage 
conversion with an amplification gain in 
function of the force applied. The offset is 
canceled by the amplifier itself trimmed by 
the user. For a rapid time response and low 
cost purposes, the number of used 
conditioners equals to the number of each 
matrix row. Using an algorithm multiplexing 
hardware architecture, each matrix element 
is selected for conditioning separately. By the 
bias of a decoder, each column is selected 
sequentially by a microcontroller unit. 
Whoever, in the same time the multiplexer 
selects the row.  Using only 150 sensors 
elements with 10 mm separation between 
them, it’s insufficient to get a perspicuous 
force distribution resolution. So, a software 

algorithm was developed to combine the 
adjacent sensors information for image 
processing enhancement [8]. 
 

 
 

Figure.1: The principal of postural balance 
analysis 

 
Figure.2: Sensors conditioning system 

 
4. SENSORS CALIBRATION 

In order to explore our sensors, multiple 
experimental tests were made for calibration 
purposes by applying linear forces. Several 
repetitive tests were made on both polymeric 
foil and on each sensor element. The 
resistances and the voltages variations were 
measured. A correlation was applied between 
the sensors elements of each row in order to 
use them with the same conditioner. The 
calibration was made by using a test bench 
Lutron FG-5000A equipped with a force 
indicator.  
Reaching a maximum force around 100 N, 
experimental data have shown exponential 
variations for the resistances and the 
possibility of applying a linear regression on 
all the extended voltages range 
measurement. In the same context, and by 
the same equipment we calibrated a Force 
sensor resistor (FSR) to use it as a reference. 
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With high factors (r=0.83) for the correlation 
between the same row sensors and (r=0.79) 
for the correlation between the sensor 
element and the FSR, the same linear 
regression for the FSR could be used for all 
same row sensors. Fig 3. and Fig 4. shows 
variation graphs of the force as a function of 
resistance and voltage) [9]. 
 

 
Figure.3: Sensors element calibration (resistance 

variation 
 

 
Figure.4: Sensors element calibration (voltage 

variation) 

 
5. RESULTS AND DISCUSSION 

Fig 5. Presents a 3D forces distribution for 
the entire foot. Since we are interested by a force 
distribution, the pressure dimension factor is 
used for measurement. The maximum Pressure 
values are observed around the great toe, cuboid 
part and the calcaneus. The pressure in these 
parts reaches 350 KPa to 500 KPa on the 
average for a masculine adult. however, for a 
female adult a maximum of 300 KPa to 400 KPa 

is observed. For evaluation purposes, a 
correlation between our prototype and a static 
platform was applied and the results showed an 
acceptable Correlation factor r = 0.79. 

 

 
 

Figure.5:  3D Forces distribution for normal foot 
 

Fig 6. Present the pressure center 
migration on a walking phase. The sole was 
placed beneath a shoe and tested on a uniform 
straight path. The walking is divided to two 
phases: stance and swing phase. The stance 
phase starts from the heal strike to the toe off. 
Whoever, the swing phase starts from the toe off 
to the heal strike. The COP moves from the rear 
position (Rear of the calcaneus) to the front 
position (Front of the great toe) in the stance 
phase. This migration from the rear to the front 
position is characterized by a direct leap from 
the calcaneus to cuboid position since just a light 
contact is present between them. Contrariwise, 
the COP is nil on the swing phase since the leg 
is in the air [10]. 

 

 
Figure.6: Center of pressure migration in the 

stance walking phase 
 

In addition to the normal foot, flat and 
high arch foot were involved in the tests. Fig 7 
shows a 3D Forces distributions for the 3 Foot 
arch types. Concerning the Flat foot, an 
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additional contact with the ground by the 
navicular bone was observed. Around 150 KPa 
of pressure for an adult is present in this area, 
which moves the COP to the interior side of the 
foot. Also, a decrease of 100 Kpa was observed 
on the cuboid part. However, for a high foot, 
almost no contact with the ground 

 

 
 

Figure.7: 3D representation of the high arch, 
normal, and flat foot 

 
6. CONCLUSION 

In this letter, the main purpose was the 
design and the development of a sole able to 
present the forces distribution of the foot and 
COP migrations. Using basically low-cost 
materials for the sensors design and simple 
processing technics. The prototype evaluation 
was assessed by a correlation between our 
results and a static platform results. With a 
correlation factor (r = 0.79), we could confirm 
that our developed sole sensors could be used 
for a foot analysis process. The low cost, the 
portability and the possibility to use it in 
walking are the main advantages. 
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ABSTRACT 
Acoustic waves are used in sensors and 

actuators, among them Lamb waves 
propagating in the thickness of thin 
piezoelectric plates with symmetric S and 
anti-symmetric A modes are good candidate 
for signal processing and sensing 
applications, for gas sensors the fundamental 
anti-symmetric A0 Lamb and quasi-Lamb 
modes, propagating in thin film piezoelectric 
ZnO on  SiC substrate with predominant 
shear vertical displacement profiles, are 
numerically studied in presence of volatile 
gases on the top surface of the device, the 
dispersion curves of phase velocity, the 
electromechanical coupling coefficient and 
the effect of gas loading are calculated using 
finite element approach, high 
electromechanical coupling and high 
sensitivity to gas loading were shown by the 
fundamental anti-symmetric A0 mode. The 
obtained data are useful for design and micro-
fabrication of high sensitivity, high 
electroacoustic performances gas sensor.  
Key Words: Lamb acoustic waves, Finite 
Element Analysis, Piezoelectric thin films, 
mechanical characterization, Gas sensor 

 
1. INTRODUCTION 

Acoustic waves propagating in thin 
piezoelectric films on finite or half space 
substrate have attracted many attentions in 
the signal processing and sensing fields.  
Based on the applied boundary conditions, 
Love, Lamb and Rayleigh waves can 
propagate in thin piezoelectric plates [1], 

Love waves are surface acoustic waves 
characterized with shear displacement 
profile, they are suitable for sensing in liquid 
environment and for viscosity measurement 
[2]-[3]. Rayleigh waves are also surface 
acoustic waves with elliptically polarized 
displacement profile in the in plane of the 
plate, which makes them more appropriate 
for gas detection [4]. Lamb waves are acoustic 
waves propagating in plates with finite 
thickness, based on the particles motion in 
respect to the mid plane of the plate, 
Symmetric S and anti-symmetric 
(asymmetric) A modes can travel in the bulk 
of the plate as shown in Fig.1.   

Lamb waves have been studied many 
years to be applied in NDT, in signal 
processing and in sensing field [5]-[6]-[7], the 
fundamental symmetric S0 mode have been 
excited in AlN piezoelectric material for high 
frequency operating devices [8] and for 
sensing in liquid environment [9], Higher 
order Lamb modes have been recently studied 
for micromechanical resonator and for 
viscosity measurement [6]-[10].  
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Fig.1 Lamb wave asymmetric and symmetric 
modes propagating in one layer plate 

This paper aims to study theoretically the 
fundamental Lamb A0 and quasi-Lamb qA0 
modes in piezoelectric one layer ZnO and 
multilayer ZnO/SiC respectively for gas 
sensing applications, the dispersion curves of 
phase velocity, the electromechanical 
coupling factor K² and the gravimetric 
sensitivity to gas loading are calculated by 
finite element analysis.  

 
2. FINITE ELEMENT FORMULATION 

Finite element method is carried out to 
study the modal vibration of thin 
piezoelectric plate, the mode shape of the 
studied plate can be obtained by performing 
modal analysis in ANSYS APDL 
environment. The model used in simulation is 
shown in Fig.2 which is a rectangular plate 
with a thickness h and a length L, the 
discretization of the model has been done 
using 2D coupled field elements PLANE223 
suitable for piezoelectric analysis, symmetric 
boundary conditions are then applied on the 
left and right sides of the plate, this ensure 
the vibration of the plate in an integer 
multiple of wavelength. 

 
Fig.2 Finite element model used for simulation 

 
The equations of motion for acoustic waves 

are derivated from the second Newton low for 
piezoelectric medium [11]: 

        𝝆𝝆 𝝏𝝏𝟐𝟐𝒖𝒖𝒋𝒋
𝝏𝝏𝒕𝒕𝟐𝟐

=  𝑪𝑪𝒊𝒊𝒋𝒋𝒊𝒊𝒊𝒊
𝝏𝝏𝟐𝟐𝒖𝒖𝒋𝒋
𝝏𝝏𝒙𝒙𝒊𝒊𝝏𝝏𝒙𝒙𝒊𝒊

+  𝒆𝒆𝒊𝒊𝒊𝒊𝒋𝒋
𝝏𝝏𝟐𝟐∅

𝝏𝝏𝒙𝒙𝒊𝒊𝝏𝝏𝒙𝒙𝒊𝒊
                

           𝒆𝒆𝒊𝒊𝒊𝒊𝒊𝒊
𝝏𝝏𝟐𝟐𝒖𝒖𝒊𝒊
𝝏𝝏𝒙𝒙𝒊𝒊𝝏𝝏𝒙𝒙𝒊𝒊

+  𝜺𝜺𝒊𝒊𝒊𝒊
𝝏𝝏𝟐𝟐∅

𝝏𝝏𝒙𝒙𝒊𝒊𝝏𝝏𝒙𝒙𝒊𝒊
= 𝟎𝟎     

                    𝒊𝒊, 𝒋𝒋,𝒊𝒊, 𝒊𝒊 = 𝟏𝟏,𝟐𝟐,𝟑𝟑 
 
In which Cijkl are mechanical material 

properties, ρ is the density of the material, 
eikl and εkl are the piezoelectric and the 
dielectric material properties. Φ is the 
electric potential and uj,k are the particle 
displacement components. 

The resolution of this system is done using 
finite element analysis, the Sparce direct 
solver based on Block Lanczos method [12] is 

chosen to get the natural frequency f relative 
to each mode shape of the plate. Based on the 
symmetry of the shape in respect to the mid-
plane of the plate, symmetric and anti-
symmetric Lamb modes can be distinguished.   
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Fig.3 Phase velocity dispersion curves of a) Lamb 
modes in ZnO and b) quasi-Lamb modes in 
ZnO/SiC for hZnO/hSiC =0.5 

The phase velocity ν of Lamb modes is 
calculated using the formula ν = f λ, in which 
λ is the wavelength corresponding to each 
mode. Fig. 3 shows the phase velocity 
dispersion curves for the three first 
fundamental Lamb modes propagating in 
single and bilayer structure of ZnO and 
ZnO/SiC respectively, the physical properties 
of those materials are obtained from[13]-[14]. 

The dispersion curves of phase velocity 
allow the choice of the desired mode in its 
non-dispersive region, this prevent the 
spread of the acoustic energy of the mode 
during its traveling in the plate.  In 
electroacoustic devices, the excitation of the 
mode is carried out by mean of inter digital 
transducers, however the hZnO/λ is of 
interest because it defines the wavelength of 
the excited mode in respect to the thickness 
of the piezoelectric layer. Since Lamb waves 
are bulk waves, the wavelength must be the 
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same or higher than the thickness of the 
plate. For high sensitivity and rapid response 
electroacoustic sensors, it’s better to choose 
the mode with high velocity at the adequate 
hZnO/λ value. 

Another parameter of high importance in 
characterization of acoustic sensors and 
resonators is the electromechanical coupling 
factor K², which represent the amount of 
electric energy converted to mechanical 
energy of the acoustic mode generated by 
inter-digital transducers IDT’s, the different 
IDT’s configurations used in simulation are 
the same discussed by Jie Zou et al [15]. Fig. 
4 shows the electromechanical coupling K² of 
the fundamental anti-symmetric A0 and qA0 
modes calculated respectively for one layer of 
ZnO and double layer of ZnO/SiC. 
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Fig. 4 Electromechanical coupling factor K² of 
Lamb modes for different IDT’s configurations 
and hZnO/λ values a) A0 mode in single layer ZnO 
and b) qA0 mode in ZnO/SiC at hSiC/λ = 0.1. 

Fig. 4 shows that for all electrical 
configurations, the electromechanical 
coupling factor increases till it reaches a high 
value then it decreases as hZnO/λ increases. 
The higher the K², the higher energy acoustic 
mode will be generated, in our case, we’ve 

adopted the IDT’s on the top of the ZnO layer 
for both A0 and qA0 modes. For gas sensor, 
the A0 is generated at hZnO/λ = 0,3 which 
correspond to K² = 2.47%   and the qA0 is 
generated at hZnO/λ = 0,2 which correspond 
to K² = 1.96% .   
3. APPLICATION OF qA0 MODE FOR 

GAS SENSING 
The A0 and qA0 modes are characterized 

by a dominant shear vertical displacement, 
this allow them to be more sensitive to mass 
loading on the surface of the piezoelectric 
guiding layer. At high hZnO/λ values, Lamb 
modes behave like Rayleigh modes as shown 
in Fig. 5, this property makes anti-symmetric 
modes suitable for gas sensing applications.  
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Fig.5. 3D displacement profiles for the 
fundamental anti-symmetric A0 Lamb mode a) Ux 
and b) Uz 

The anti-symmetric Lamb modes are not 
well studied for sensing applications, C. 
Caliendo has used the A0 mode for sensing in 
liquid environment [16]. The symmetric qS0 
and other higher order qL1 and qL2 Lamb 
modes are used to measure viscosity of liquids 
[7]. In this paragraph, the fundament anti-
symmetric quasi Lamb mode qA0 is exploited 
to model a gas sensor as shown in Fig. 6.  
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Fig. 6 Model adopted for quasi-Lamb qA0 mode 
based gas sensor 

The model is a thin film of Polyisobutylene 
PIB of thickness 200 nm deposited on the 
bilayer of ZnO/SiC, the organic gases to be 
adsorbed by PIB layer are dichloromethane 
(CH2Cl2),trichlor-omethane (CHCl3), carb-
ontetrachloride (CCl4), tetrachloroethylene 
(C2Cl4), and trichloroethylene (C2HCl3), the 
density of the PIB layer ρPIB after absorbing 
the gases become ρ =  ρPIB + Δρ where Δρ is 
partial density of the  adsorbed gas which is 
related to the gas concentration, the partial 
density Δρ and the mechanical properties of 
PIB are obtained from [17].  

The response of the device is based on the 
shift in modal frequency Δf induced by the 
change in density of PIB layer due to gas 
adsorption, this shift is expressed by Δf = f0 – 
fPIB in which f0 is the modal frequency with 
PIB layer in air (before absorbing any gas) 
and fPIB is the modal frequency after 
absorbing the gas by PIB layer. Fig. 7 shows 
the shift in frequency Δf induced by the 
change, from 100 ppm to 500 ppm, in the 
concentration of the adsorbed gases. 
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Fig.7 Modal frequency shift for different gas 
concentrations. 

Fig.7 shows that the modal frequency of 
qA0 mode decreases linearly with the 
adsorbed gas concentration for different 
selected gases, it can be also shown that it’s 
possible to sense even a small amounts of gas 
(100 ppm) which confirm the ability of qA0 

Lamb mode for gas sensing. To improve the 
sensitivity of the device to gas, other 
simulations must be carried out by changing 
the delay line, the materials, the 
electromechanical configurations and the 
absorbing gas layer.   

 
4. CONCLUSION 

The propagation characteristics of acoustic 
Lamb modes in piezoelectric ZnO single layer 
and ZnO/SiC multilayered structure is 
carried out using finite element approach, the 
phase velocities and the electromechanical 
coupling factor of the fundamental anti-
symmetric modes are presented, the effect of 
gas loading on the behavior of qA0 Lamb 
mode sensor is investigated for different 
gases and concentrations, the analysis has 
shown an electromechanical coupling factor 
as high as 3.8% and 2.3% for both A0 and qA0 
modes respectively, a high sensitivity of qA0 
mode to different concentrations of the 
selected organic gases, which makes this 
mode a good candidate for gas sensing. The 
obtained data are useful for design and 
fabrication of high performance 
electroacoustic gas sensor based on the 
fundamental anti-symmetric Lamb modes. 
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ABSTRACT 

 With energy conversion efficiencies in 
continuous growth, quantum dot solar cells 
(QDSCs) are currently under an increasing 
interest. Here, we continue through the 
developing of this kind of cells in order to attain 
high efficiency QDSCs, modeling the performance. 
For that, a series of strained GaAsP/GaAs 
Quantum dots are simulated and optimized to 
assess the potential of GaAsP for photovoltaic 
applications. The devices are compared with 
standard GaAs p-i-n solar cell. Quantum efficiency 
measurements show the GaAsP devices have a 
lower energy absorption edge and stronger 
absorption than the standard GaAs p-i-n solar cell. 
These measurements also indicate that 40 layers 
of GaAsP/GaAs QD, provides a relative 
improvements of 13.41% of efficiency.  

Keywords: Quantum Dots; Solar Cell; Quantum 
Effeciency 
 
1. INTRODUCTION 

The development of solar cells led to the 
discovery of low-dimensional nanostructure to 
enhanced the conversion efficiency which is one of 
the most important parameters to optimize for 
implementing photovoltaic cells on a truly large 
scale [1], to surmount limit to them of conversion 
estimated at 30 % by Schockley-Quisser [2,3].The 
solar spectrum contains photons with energies 
ranging from about 0.5 to 3.5 eV. Photons with 
energies below the semiconductor band gap are 
not absorbed, while those with energies much 
larger than the band gap produce hot-carries and 
upon cooling down (thermalization) the excess 
energy get wasted as heat. To reduce the losses of 
low energy photons, the researchers aims to 
developed structures that allows us to absorb the 
maximum photons of the solar spectrum, which 

led us to minimize the losses, in this concept we 
have the intermediate-band solar cell. These cells 
are designed to provide a large photogenerated 
current while maintaining a high output voltage. 
To make this possible, these cells incorporate an 
energy band that is partially filled with electrons 
within the forbidden band gap of a semiconductor. 
Photons with insufficient energy to pump 
electrons from the valence band to the conduction 
band can use this intermediate band as a stepping 
stone to generate an electron–hole pair.  Thus, 
enormous amount of research effort were started 
due to the potential of IBSCs to replace the 
traditional devices [4-14].The development of 
these cells led to the discovery of low-dimensional 
nanostructures such as quantum dots (BQs). The 
energy levels of the confined states in a quantum 
dot (QD) can be used as an IB[15]. The first solar 
cells based on this concept were developed in 
2004[16]. The maximum efficiency of quantum dot 
solar cells QDSCs under concentrated sunlight is 
about 63.1% [17].  The development of these cells 
passes essentially by the control of materials used 
in the conception of components. Recently, most 
laboratories are geared towards finding new 
materials. Semiconductor III-V presents most of 
the time a structure of band in direct gap, the 
maximum of the valence band and the minimum 
of the conduction band are in the same points of 
the Brillouin zone, what gives us a high detection 
efficiency and light emission. The practical 
relevance of these materials improves the 
possibility of making a ternary and quaternary 
substitution of the partial substitution of one of 
the elements by other one of the same column in 
the periodic table because of these good physical 
and optical properties, who helps to create an 
electronic and optoelectronics devices. But there is 
a challenge to find a material system with lattice 
parameter matched to GaAs and lower band gap 
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to act as QW or QD material. GaAsP is a useful 
III-V compound for visible light emitting diodes 
and solar cells. As a solar cell material, GaAsP is 
one of the leading candidates as a high band gap 
cell for either monolithic or mechanically stacked 
cascade cell applications [18, 19] because of its 
high-quality crystal growth. In this study, 
structural characteristics of GaAsP/GaAs 
quantum dot solar cell have been studied and 
optimized, in goal to show the effect of the number 
of QDs on the important characteristics of a solar 
cell: current-voltage J-V, power-voltage P-V, 
external quantum efficiency EQE and the 
Photoluminescence. Figure.1 shows structure of 
GaAsP/GaAs quantum dot solar cell, where four 
periods of GaAsP/GaAs quantum dot layers are 
inserted in intrinsic region. Figure.2 shows the 
diagram energy of GaAsP/GaAs Quantum Dots 
Solar Cell, where five periods of GaAsP/GaAs 
Quantum Dots are inserted in the intrinsic region. 

 
 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 

 

Figure.1: Structure of  GaAsP/GaAs quantum dots solar 
cell. 

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure.2 Energy band diagram of GaAsP/GaAs 
structure. 

2. THEORITICAL MODEL 

The following section describes the physical 
models and empirical equations that have been 
used for this simulation: 

The formula for the composition dependent 
lattice-constant for GaAs1-xPx is found via Vegard’s 
law and the calculated lattice-constant of GaAsP  
to be: 

 
            1                                   1  
 

The fitted empirical band gap with 
compositions dependent band bowing :  

1 0.24 1          2  

The EQE of the photogenerated carriers in n/p 
regions and in the intrinsic region which contains 
the QD layers is calculated by [20, 21]:  

             λ 1 λ . 1  α α α          3               

 
Where R(λ) is the surface reflectivity, we have 

set it to 0.1; αn,p are the absorption coefficients of 
the n and p-regions and wn,p are their 
corresponding thicknesses, respectively; αi is the 
total intrinsic region absorption and is given by : 

α α α                                                                     4  

Where L is the total thickness of the intrinsic 
region; αB, QD are the absorption coefficients of the 
barrier and quantum dot materials and LB, QD  are 
their thicknesses, respectively. 

To calculate the absorption coefficient of the 
direct band materials constituting the simulated 
structure, the Urbach equation was used [22]: 

 

α λ α
1.24

λ E                                                                   5  

Where α0 is the optical wave energy function 
constant of a semiconductor.  

The optical reciprocity theorem of Rau [23, 24] 
is used to relate the spectral EL and PL emission 
φEL, φPL  of a solar cell per photon wavelength 
interval dλ into a solid angle dΩ to its external 
quantum efficiency (EQE) per photon wavelength 
interval dλ under illumination from the solid 
angle Ω and it is given by: 

       d
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Where φbb(λ) is the black body photon flux per 
wavelength interval dλ and solid angle Ω [25], a(λ) 
is the absorbance and µ is splitting of the quasi-
Fermi level, V denotes the junction voltage and VT 
the thermal voltage. 

 
3. RESULTS AND DISCUSSION 

 
Along this work, we have choosing a solar 

spectrum AM1.5 and a temperature of 300 as 
standard condition. Firstly, we have varied the 
concentration of phosphor on the alloy GaAs1-xPx 
on the interval [0,1], in order to have the 
appropriate percentages of the elements that fit 
into the component. Then, we studied the 
variation of the performance parameters of the 
solar cell with different number of quantum dot 
layers inserted 10, 20, 30 and 40 respectively. For 
each simulation, the current-voltage, power-
voltage characteristics, External Quantum 
efficiency EQE curve, and the important 
characteristic parameters of a solar cell are 
presented and discussed.  
 

Figure.3 shows the variation of band gap and 
the variation of strain according to the content of 
phosphor in GaAs1-xPx alloy. This Figureure shows    
that an increase in GaAsP band gap is 
accompanied by an decrease in GaAsP Strain, we 
note a enhancement of 59.15 % of band gap, it was 
noticed also the low strain between GaAsP and 
GaAs is about -1.93% with an phosphor content of 
0.54. We also note that there is a single Strain (in 
tension) whatever the Phosphor content. 
According to this simulation, we fixed the 
concentration of the phosphor to 54 % which gives 
us a better strain.  
 

Figure.4 represents the current-voltage J(V) 
characteristic both of a pin GaAs solar cell and 
GaAsP/GaAs quantum dots solar cell for a 
variable number of quantum dot layers inserted: 
10, 20, 30 and 40 respectively. In our simulations, 
the short circuit current increases when more 
quantum dots are inserted, and open circuit 
voltage almost stays the same. As a result, the 
conversion efficiency increases relatively 13.41% 
when comparing 40-layer quantum dot solar cell 
with standard solar cell. Beyond this number we 
notice sudden decrease in efficiency. This is the 
QD layers number for which we have saturation.  
Also the enhanced in the short circuit current 
pulled an increase of the power freed by this 
structure (Figure 5). 

 All the characteristic parameters achieved are 
listed in Table 1. 

 
According to the discussion in the introduction, 

the most important impact of quantum dots is to 
allow us to absorb the maximum photons of the 
solar spectrum, which led us to minimize the 
losses, which means photons with law energy are 
successfully absorbed by the solar cell and create 
photo current.  

 
 The maximum wavelength of photons that can 

be absorbed by a typical standard GaAs solar cell 
is around 875nm [26]. Figure.6 shows the EQE of 
a solar cell for 10,20,30 and 40 GaAsP QDs layers 
inserted into the intrinsic region of a GaAs P-I-N 
junction. In contrast to the EQE of a pin GaAs 
solar cell, which drops from 873 nm (Eg = 1.42 eV), 
the QDs solar cell shows an extended spectral 
response for longer wavelengths due to the 
absorption of low energy photons by BQs, which 
means that the photons in this range is effectively 
absorbed and will contribute to improve the 
performances of a solar cell. 

Table.1 The important parameters of pin solar cell and 
GaAs0.46P0.54/GaAs QDSC 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure.3. Variation of band gap and the variation of 
strain according to the concentration of Phosphor 
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0 21.66 0.75 77.71 12.66 

10 18.83 0.905 86.10 14.68 

20 19.65 0.906 86.49 15.40 

30 20.36 0.907 86.71 16.04 

40 21.04 0.907 86.84 16.58 
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Figure.4;  J(V) of pin GaAs solar cell and 

GaAs0.46P0.54/GaAs QDSC(QD layers= 10, 20, 30 et 40). 
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Figure.5: P(mW/cm²) of pin GaAs solar cell and 
GaAs0.46P0.54/GaAs QDSC (QD layers= 10, 20, 30 et 40). 
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Figure.6: External Quantum Efficiency of pin GaAs solar 
cell and GaAs0.46P0.54/GaAs QDSC for different number of 

QD layers. 

Figure.7 represents the calculated curve of 
absorption coefficient both of p-i-n solar cell and 
GaAs0.46P0.54/GaAs QDSC for 40 layers of QD 
embedded. It was evident that the 
GaAs0.46P0.54/GaAs QDSC exploits a wide range of 
the incident solar spectrum (from 300 to 1200 nm) 
which was shown in our EQE results. Moreover, 
the absorption coefficient takes a high values 
along the interval of wavelengths than p-i-n solar 
cell. For example at wavelength 600 nm where we 
can find the maximum intensity of solar spectrum 
[27], the difference between the absorption 
coefficient of the two solar cell structures is Δα= 
3435 cm-1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure.7: Absorption coeficient of pin GaAs solar cell 
and GaAs0.46P0.54/GaAs QDSC for 40 QDs layers. 

 
In this part, we have investigated the influence 

of quantum dots insertion on the optical properties 
of GaAs0.46P0.54/GaAs QDSC. In this goal, we have 
examined Photoluminescence PL spectra both of 
pin GaAs and GaAs0.46P0.54/GaAs  QDs solar cell 
using an external excitation power of about 1 
W/cm2. 

 
Figure.8 and Figure.9 shows the simulated 

room temperature RT PL both of p-i-n solar cell 
and GaAs0.46P0.54/GaAs QDSC for a number of 40 
layers inserted in the intrinsic region, 
respectively. As we can seen in Figure.8, the peak 
of emission wavelength at room temperature is 
around 875 nm. Otherwise, whereas the peak 
around 1200 nm in the GaAs0.46P0.54/GaAs QDSC 
as we can seen in Figure.9, this peak is usually 
related to the radiative recombination of carriers 
in GaAs0.46P0.54QDs. 

 
When comparing the PL intensity of 

GaAs0.46P0.54/GaAs QDSC with 40 QD layers and 
pin GaAs solar cell, we notice a significant 
improvement. The enhanced PL signal is mainly 
due to the fewer non-radiative recombination 
centers. Moreover, it’s clear that the peak 
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emission of pin GaAs is offset from 875 nm to 850 
nm by inserting the GaAs0.46P0.54/GaAs QD layers. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure.8: Photoluminescence PL spectra of pin GaAs 

solar cell at room temperature. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure.9: Photoluminescence PL spectra of 
GaAs0.46P0.54/GaAs QDSC for 40 QDs layers at room 

temperature. 
 

4. CONCLUSION 

The enhancement of solar cells behavior is the 
main target of our investigation. We have studied 
a structure based on GaAsP quantum dot solar 
cell. Firstly, and by using Vegard model to 
calculate the band gap energy, we find that the 
band gap of GaAs1-xPx alloys enhanced by the 
increasing P concentration with 59.15 %. 
Otherwise, the low strain between GaAsP and 
GaAs is about -1.93% with phosphor content of 
0.54. Also, under standard condition AM1.5 and a 
temperature of 300 the effects of the number of 
the quantum dot is theoretically studied and 
simulated. 

The main target of this study is to determine 
the optimum value of the number of quantum 
dots, which give us the optimum value of 
conversion efficiency. However, for a P content 
x=54% and for 40, we obtained an optimal short 

circuit and efficiency of about 21.04 mA/cm2 and 
16.58 %, respectively. Moreover, the insertion of 
40-layers of GaAs0.46P0.54/GaAs QDs is indeed 
helpful for solar cells to absorb lower energy 
photons which have long wavelength from 1060 to 
1200nm. Finally, we have examined 
Photoluminescence PL spectra both of pin GaAs 
and GaAs0.46P0.54/GaAs QDs solar cell. However, in 
the one hand the peak of emission wavelength at 
room temperature is around 875 nm for pin GaAs, 
in other hand, after the insertion of quantum dots 
in the intrinsic region, the peak is shifted around 
1200 nm. 
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ABSTRACT 

Hybrid energy systems are mostly used to 
overcome the intermittence and the 
variability of the renewable energy sources. 
For remote and rural areas with high solar 
energy potential, the drawbacks of this 
sources can be defeated by the integration of 
the appropriate backup sources and storage 
systems. Therefore, in the present paper, we 
developed an efficient and an uninterrupted 
hybrid PV-Battery/Supercapacitor-Diesel 
generator system for standalone applications, 
that allows the individuals of this remote 
areas to generate electricity for self-supply at 
the lowest cost. The efficiency of the proposed 
system comes from the adequate used control 
algorithms, that allow the extraction of the 
maximum or the intermediate power depends 
on the loads and battery needs, regulating the 
AC and DC buses to deliver this power to the 
loads/battery in the appropriate shape, 
protecting the battery against the 
overcharging/deepdischarging, while its 
cheapest cost returns to take into account the 
loads’ priorities in the power management, 
this strategy helps to reduce PV generator 
size. Finally, this system delivers continuous 
power even in the worst conditions owing to 
the usage of diesel generator as emergency 
standby power. 

 
Key Words: Hybrid system, Power 

management, Off-grid, Intermediate power, 
diesel generator. 

 

1. INTRODUCTION 

The electricity consumption rate increases 
day by day and becomes  a  sign  of  a  
population’s  higher  living standard and a 
determinant of their economic growth, 
especially with  the proliferation of the 
technological devices which require more 
energy consumption [1]. Therefore, the 
easiest way to generalize and facilitate its 
access in the isolated areas, is to promote the 
use of solar energy, especially for those areas 
with enormous potential of this energy, as is 
the case with the vast Sahara in southern 
Algeria, that has a high potential of an 
average  of  2650  kWh/m²/year [2]  
accompanied  with  less population density in 
a big vast area, that reaches less than 1 
inhabitant per km2  [3]. It is clear that the 
both cited factors are a great incentives to 
develop the solar photovoltaic (PV) sector in 
this region and all geographic areas with the 
same conditions. In addition, the PV energy 
is the most promising energy among the other 
renewable energies due to its abundance and 
cleanness. However, the photovoltaic   
system's   dependence   on   the   operating 
environment has led to the intermittency of 
its power output, then, in order to overcome 
this drawback, several works had proposed to 
combine the PV system with the diesel 
generator. However, many of the proposed 
solutions had associated the PV system and 
the diesel generator with the wind turbine 
and/or other energy systems, as is the case in 
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[4], [5], where these solutions cannot be 
adopted in many regions of weak wind speed. 
Moreover, the other studies that proposed the 
PV/Diesel hybrid system [6]–[8], have only 
focused on the techno-economic feasibility of 
the system, without modelling and 
controlling the components of this system, 
and managing the power flow between them. 
Hence, in this paper, an efficient control and 
supervision of a hybrid PV-
Battery/Supercapacitor-Diesel Generator 
system for standalone applications is 
proposed, it is a low cost and reliable system 
for remote area power supply, which is 
strictly sized to supply the prioritized loads 
and when the battery reaches a low state of 
charge, the diesel generator starts to supply 
the loads. Each part of the system has its own 
control algorithm; the PV generator has been 
controlled to work in the maximum power 
mode when the load and the battery are able 
to receive all the extracted power, whilst it 
has to work in the intermediate power mode 
when the extracted power exceeds the 
demand. The battery/supercapacitor has been 
controlled to charge and discharge according 
to its power reference given by the 
management algorithm; Meanwhile, the 
amplitude and the frequency of the load 
voltage have kept regulated by the control of 
the three phase inverter which is connected 
between the DC bus and the load. While in 
the case of the diesel generator, they will be 
controlled through the control of the 
synchronous machine and the turbine of the 
diesel generator (DG) respectively. However, 
the supervision of the amount of the 
transferred power between the different 
parts of the system and its direction will be 
monitored by the proposed management 
algorithm, which will take into account the 
PV extracted power, the battery state of 
charge (SOC), the loads priorities and their 
power demand. 

 
2. SYSTEM DESCRIPTION 

The proposed system, as shown in 
Figure 1, is principally composed of a PV 
generator, a DC/DC converter which is used 
to track the maximum power point or the 
limited power point. The converter itself is 
coupled to a DC bus, where its DC voltage is 

controlled by the battery to be maintained at 
constant value, through the storage of the 
excess power and the delivering of lack of 
power. The battery is coupled to the DC bus 
via a bidirectional buck-boost converter; to 
meet regular power supply to the AC load, a 
three phase inverter has been used to convert 
the DC voltage to an AC voltage with a fixed 
amplitude and frequency. The DG is directly 
linked to the AC bus to feed the loads with the 
adequate voltage. The various used 
algorithms will be described in the next sub-
sections.  

 
3. MODELING AND CONTROL OF THE 
PV GENERATOR  
 

The PV generator is composed of 
series/parallel panels to generate the 
specified power. The panels are connected in 
series to form a string. The open circuit 
voltage of the PV array is the number of this 
panels multiplied by the open circuit voltage 
of one panel, while the parallel panels or the 
strings led to calculate the short circuit 
current of the PV array. In the literature, the 
one diode and the double diode models are 
generally used for modeling the solar cell, 
nevertheless, the single diode model that is 
also known by five parameters model is 
mostly used [9]. The equivalent circuit of the 
used solar cell’s model is depicted in       
Figure 2.  

The following equation gives the relation 
between the output voltage VPV and the 
output current IPV for the five parameters 
model: 
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Where I0 is the diode saturation current, 
Vtherm (=kT/q) is the thermal voltage of the 
cell, k is the Boltzmann constant (1.3806503 
x10- 23 J/K ), T is the temperature of the p-n 
junction, q is the electron charge (1.60217646 
x 10-19 ) and n (1 ≤ n ≤ 1.5) is the cell ideality 
factor. 

The output of the PV array is directly 
coupled to the DC/DC boost converter, which 
leads to track the maximum power point or 
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the intermediate one depends on the loads 
and the battery needs. Due to its simplicity of 
implementation and its good performance, 
the Perturb and Observe (P&O) algorithm 
has been applied for harvesting the 
maximum power. While, a modified P&O was 
used to track the intermediate power point 
(IPP). The limited power mode will be applied 
when the battery is fully charged and the 
extracted power is greater than the load 
needs. 
 
4. HYBRID STORAGE SYSTEM 
TOPOLOGY AND CONTROL 

 The hybrid storage system (Battery 
/Supercapacitor) has been chosen for its 
numerous valuable benefits. It allows to 
extend the battery’s useful life and reduce its 
size on the one hand. On the other hand, the 
supercapacitor will respond very quickly to 
the short-time peak current demand and the 
battery will deliver the smooth current. Both 
the storage devices, battery and 

supercapacitor, are linked to the DC bus via 
bidirectional Buck-Boost converter as was 
shown in Figure 3(a). Which will be used to 
monitor the stored or the delivered power.  

 The stored or the delivered power 
reference Pstr_ref is given by the power 
management controller, then it passes 
through a low pass filter for obtaining the 
battery and the supercapacitor power 
references (Pbat_ref, Psc_ref ) as depicts in 
Figure 3(b). Figure 3(c) shows a simulation 
results of hybrid storage system, where the 
given power reference is Pstr_ref. The total 
storage output power is Pstr, while Pbat and 
Psc represents the output power of the 
battery and the supercapacitor respectively.   

 

 
Figure 3. Topology and control of hybrid storage 

system (a) parallel topology (b) power references (c) 
stored and delivered power [10] 

 
In addition to its principal role of power 
storage, the battery has been used also to 
regulate the DC bus voltage to  be maintained 
at constant value. To do so, the energy 
management algorithm determines the 

 

Figure 2. Block diagram of the proposed PV system 

 

Figure 1. Block diagram of the proposed PV system 
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power battery reference, taking into account 
the power of the DC bus. While, a PI 
controller is used to control the battery 
current, which is obtained by dividing the 
power battery reference by its own output 
voltage. Figure 4 shows the voltage 
regulation principle, starting by the 
calculation of the battery current reference 
Ibat_ref  till obtaining the switches’ (T1, T2) 
PWM signals. 
 

5. DIESEL GENERATOR MODELING 
AND CONTROL 
 

Even though the diesel generator uses a  
diesel fuel, it is considered as the appropriate 
emergency power generator owing to the 
diesel is the cheapest fuel than any other 
fluids, also, it has a large output range power, 
from some kW to few MW. Thus, it has been 
combined with the PV generator and the 
storage system to give an interruptible 
renewable power system.  

The diesel generator consists of a diesel 
turbine with a speed regulator coupled to a 
synchronous generator which has a voltage 
regulator. It is designed to operate between 
80 to 100% of its rating [11]. 

 
5.1. Diesel engine model 

A simplified model of the diesel engine can 
be obtained by the identification of static fuel 
consumption-torque characteristic with a 
delay time, as presented in Figure 5. 

 

 

The diesel engine can be reduced to a 
system of a first order characterized by a 
static gain and a time constant. the 
equation (2) represents the dynamics of the 
mechanical torque TDm [12]: 
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                (2) 

Where s denotes the Laplace operator, z(s) 
is the fuel consumption index, TD1 is a time 
constant expressing the reaction speed limit 
of the turbine, and the time constant TD2 
expresses the time for torque to change. 

 

5.2. Speed regulation of the engine 

By neglecting the delays due to the 
measurement and the actuator compared to 
the time constants TD1 and TD2. The rotation 
speed of the engine ωDm is regulated by a 
simple PI regulator (see Figure 6), where the 
reference speed is the pulsation of the 
voltages produced by the generator ωDm_ref = 
2πf (f = 50Hz). 

 

 5.3. Synchronous machine modelling 

In this work, the synchronous machine is 
supposed to be modeled with two dampers, 
one damper winding for the d-axis and the 
other for the q-axis. The voltage equations 
can be written as follows [13]: 
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Where: 
- Vabc, Iabc and Ψabc are the output voltage, 

the armature current and the stator total flux 
respectively. 

- rs, rf, rD and rQ are the resistances of the 
stator, and the dampers respectively. 

- if, iD and iQ are the currents of main field 
and the two axes dampers respectively.  

 
 

Figure 4. Battery diagram control 
 
 
 
 

 
    Figure 5. Simplified model of a diesel engine 

 
        Figure 6. Engine's speed regulation 
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- Φf, ΦD and ΦQ are the main total flux and 
the direct and quadrature axes dampers total 
flux, while Vf  is main field excitation voltage.  

 

5.4. Voltage regulation 

The rotor of the synchronous generator is 
excited by the excitation machine mounted in 
the rotor itself. The principle of the output 
voltage regulation is clearly shown in 
Figure 7. The stator of the excitation machine 
is supplied by the Vr voltage given by the 
voltage regulator block.  

 

      Figure 7. Principle of voltage regulation 

6. WHOLE-SYSTEM ENERGY 
MANAGEMENT 

The aim of the energy management 
strategies is to ensure the supply continuity 
and to reduce the cost of the hybrid energy 
production systems. Therefore, the main goal 
of proposed energy management algorithm 
(EMA) is to guarantee the continuous load 
supply despite the solar irradiance 
fluctuations and to use the DG in the most 
critical cases only. For this reason, we 
adopted the prioritized load method, which 
rely on giving the priorities to the loads, then, 
when the battery SOC decreases to a certain 
level previously defined, only the load with 
the highest priority kept feeding from the 
battery. Accordingly, the working principle of 
the EMA depends mainly on the monitoring 
of the battery SOC to perform the following 
tasks: 

1) Protects the battery against the deep 
discharging and the overcharging, 
which would extend its useful life. 

2) Determines the battery used mode, 
charging or the discharging mode.    

3) Decided the PV generator working 
mode, the maximum power or the 
limited power mode. 

4) Kept the DC bus voltage at a constant 
value despite the system perturbations. 

5) Determines when to switch to the DG 
and when to return back to the PV 
system.  

From the above discussion, it can be 
concluded that there are two control levels, 
the low level which is related to the control of 
the units of the system, where each unit has 
its own control algorithm, the operating mode 
and/or the power reference of the system 
units are obtained from the higher level mode 
(power management algorithm). Figure 8 
describes how the two levels interact with 
each other. 
   

 
Figure 8. Two control levels interaction 

7. SIMULATION RESULTS AND 
DISCUSSION 

The proposed system has been simulated 
in the MATALB/Simulink software 
environment. We have chosen to simulate the 
system for 24s, which emulate the 24 hours of 
the day. By doing so, we have been able to test 
the system under all the possible 
circumstances. Figure 9 depicts the 
exemplary day irradiation, where the solar 
irradiation reaches its maximum in the 
midday, In the following, the results that 
were obtained by using this profile will be 
discussed according to the time intervals that 
are related to the battery SOC. 
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From 0s to 1.1s: In this period, it is 
supposed to be a night time, the PV 
generator does not generate any power. The 
SOC is lower than 45%, the supervision 
algorithm has switch off the lower priority 
loads, so only the priority loads are powered 
by the storage system (See Figure 10, 13).  
 
From 1.1s to 6.45s: The SOC is lower than 
30%, a level that has been chosen to switch to 
the diesel generator, then, during this 
interval, the DG fed both types of loads (with 
higher and lower priority), its delivered 
power, their output voltage and current are 
represented by Figures 15, 16 and 17 
respectively. 
 
From 6.45s to 15.3s: During this interval, 
the PV generator (PVG) has been worked in 
the MPPT mode, once its power became 
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Figure 9.Exemplary day irradiation 
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Figure 10. PV generator power 

 

0 1.1 6.45 15.3 23 24
0

1000

2000

3000

4000

5000

6000

t[s]

L
oa

d
s 

p
ow

er
[W

]

 
Figure 11. Power consumed by the loads 
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Figure 12. Battery SOC 
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Figure 13. Battery power 
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Figure 14. Supercapacitor power 
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           Figure 15. Diesel generator power 
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Figure 16. Diesel generator voltage 
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Figure 17. Diesel generator current 
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Figure 18. DC bus voltage 
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higher than the power of the priority load and 
the SOC exceeded 30%, the loads became fed 
mainly by the PVG, which was in the 
beginning slightly helped by the battery. 
Once the power of the PVG became higher 
than those consumed by the loads, the battery 
started charging till 90%, then, more than 
this level, the supervision algorithm stopped 
its charging to be protected against 
overcharging, while the PV system switched 
to the limited power mode. 

 
From 15.3s to 16.45s: In this interval, the 
PVG power is greater than the loads demand 
and the battery has stopped charging, for 
these reasons, the PVG has switched to the 
power limitation mode and starts generating 
the loads consumed power only (See Figures 
10, 12-13). 

 
From 16.45s to 23s: In this period, the PVG 
has returned back to the MPPT mode, but its 
power remains lower than the power demand, 
thus, the battery has delivered the lack of 
power. When the PVG becomes zero, so the 
loads are fully powered by the storage system 
(See Figures 10, 12,13). 

 
From 23s to 24s: We can see that when the 
SOC reached 45%, only the prioritized loads 
have been powered by the battery once more 
(See Figures 11,13). 
 

Figure 14 shows how supercapacitor 
responded to the short-time peak current 
demand, while the battery delivered the   
smooth current (see Figure 13). The 
Figure 18 depicts the DC bus voltage; it can 
be seen that it has been kept constant despite 
the different perturbations in the system 
 

8. CONCLUSION 

In this study, a low cost hybrid PV- 
Battery/Supercapacitor Diesel Generator 
system for standalone applications has been 
presented. Firstly, its components have been 
modeled and controlled, the PVG was been 
able to work in the MPPT or in the limitation 
mode, while the frequency and the amplitude 
of the output voltage of DG were controlled 
through the speed of the diesel turbine and 
the excitation voltage of the synchronous 
machine respectively. Secondly, a new power 

management algorithm has been developed 
to manage the power flow inside the system. 
Finally, the whole system has been simulated 
in the SimPowerSystems environment, the 
obtained results have confirmed the high 
efficiency of the proposed management 
algorithm, which was able to supply the loads 
according to their priority level and 
protecting the battery against overcharging 
and deep-discharging, as well as, resort to the 
diesel generator at the appropriate time. The 
results showed also a good complementarity 
between the supercapacitor and the battery. 
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ABSTRACT 

Robust dynamic surface control method of 
interior permanent magnet synchronous 
motor (IPMSM) was presented in this paper. 
The influence of uncertainties such as 
parameter variations, load disturbances and 
friction, on the performance of IPMSM was 
considered. This control method is adapted 
via the estimation of the unknown load 
torque and friction effects. A linear extended 
state observer is devised for this purpose, 
thus ensuring high closed-loop performance 
of the motor trajectory tracking task. The 
concept of virtual command was introduced. 
There is a weakness in Backstepping method 
that is a complexity of control law caused by 
achieving the derivation of the virtual 
control. Dynamic surface control method 
solved this problem by calculating the 
derivative of the virtual control using the 
first-order low-pass filter. The stability 
analysis of the controller of IPMSM was 
achieved by Lyapunov function. Simulation 
results show that the influence on system 
performance of uncertainties can be 
effectively restrained. 
Key Words: Backstepping, Dynamic surface 
control (DSC), Interior permanent magnet 
synchronous motor (IPMSM), Linear 
extended state observer (LESO), Lyapunov 
theorem. 
 
1. NOMENCLATURE 

di   Stator's d-axis current. 
qi  Stator's q-axis current. 

dv   Stator's d-axis voltage. 
qv   Stator's q-axis voltage. 
dL   d-axis stator inductance. 
qL   q-axis stator inductance. 

   Motor speed. 
   Rotor angular position. 
p   Number of pole pairs. 
R   Stator resistance. 

f   Permanent magnet flux. 
J   Moment of inertia. 
F   Viscous friction coefficient. 

LT   Load torque. 
L   Unknown time-varying load torque. 

 
2. INTRODUCTION 

Interior permanent magnet synchronous 
motor (IPMSM) has been attracting more and 
more attention in high performance electric 
drive applications since it has certain 
superiorities such as, high efficiency, high 
power factor, superior power density, low 
maintenance cost, large torque to inertia 
ratio and long life over other kinds of motors 
such as DC motors and induction motors [1], 
[2]. However, IPMSM drive systems have the 
nonlinear dynamics containing parameter 
uncertainties and unknown external 
disturbances. In order to meet high 
performance requirements of IPMSM 
industrial drive applications, robust or 
adaptive or other control schemes dealing 
with parameter uncertainties and unknown 
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external disturbances have widely been 
studied thus far [3]-[5].   

The Backstepping control is popular in 
nonlinear system design since the derived 
system control law and parameters adaptive 
law are able to make controlled system be 
global stable and robust. The Backstepping 
control principle is to simplify controlled 
system state space to many reduced order 
subsystems by designing virtual control 
function and actual control law can be derived 
through selecting appropriate Lyapunov 
candidate function. Accordingly, 
Backstepping is a useful design method for 
nonlinear system with uncertainties [6], [7].          
However, there is a drawback in conventional 
Backstepping control method called the 
problem of “explosion of terms” caused by the 
repeated differentiations of virtual input. To 
overcome this issue, a dynamic surface 
control (DSC) method was proposed by 
introducing a first order filtering of the 
virtual input at each step of the conventional 
Backstepping approach [8]. 

The research on the DSC method has 
advanced significantly since the late 1990s 
[9]. DSC is an improved Backstepping control 
method, whose design process is executed in 
a step-by-step manner. At each step of design, 
a feedback controller is designed to guarantee 
input to-state practical stability of the 
corresponding subsystem. The primary 
advantage of DSC is that it can circumvent 
the problem of “explosion of terms” inherent 
in the Backstepping design procedure, by 
introducing a first-order low-pass filter of the 
synthetic input at each step of the traditional 
Backstepping approach [10], [11]. 

This paper proposes a robust angular 
position tracking controller based on the 
Backstepping technique complemented with 
an estimation scheme of the lumped effects 
related to unknown load torque disturbances, 
friction forces, and unmodeled dynamics. The 
approach uses a linear extended state 
observer (LESO). The information obtained 
from the LESO observer is adapted to the 
robust Backstepping tracking controller. This 
entitles estimating the adverse effects, 
caused by both internal uncertainties and 
external disturbances. 

The paper is organized as follows: in 
Section 3, the dynamic model of IPMSM is 
introduced with some important system 
properties. This section also introduces the 

design of the LESO for the unknown 
disturbances. In Section 4, the control design 
law is based on DSC control theory with 
angular velocity measurement for IPMSM 
systems is developed. The simulation results 
are illustrated in Section 5, and some 
concluding remarks are given in section 6. 

 
3. MATHEMATICAL MODEL 

The dynamic model of IPMSM can be 
described in the well-known d-q frame 
through the Park transformation [12] as 
follows: 
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                                                                              (1) 

The function L  is the unknown time-varying 
load torque, which includes a viscous friction 
torque component: F . 

In Section 3.1, we propose a LESO geared 
to accurately estimate the time varying load 
torque input along with the state dependent 
viscous friction terms.  
 
3.1. LESO for the Unknown Load Torque 

Estimation 

In this section, a LESO is proposed to 
estimate the load torque signal and the 
associated friction terms. For this design, the 
measured quadrature current 1 qu i=  is 
considered as an input, while the angular 
velocity is considered as the measured output 

1y =  . The nominal value of the parameter J  
is assumed to be known. The estimated value 
of the load torque parameter is considered to 
be time varying and unknown, but uniformly 
absolutely bounded so that existence of 
solutions for the estimation error dynamics 
are guaranteed to exist [13]. For the design of 
the load torque estimator, we consider a 
natural ultralocal piecewise linear internal 
model corresponding to a second-order 
dynamic model of the load torque. The 
corresponding LESO observer is obtained 
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within a reduced order observer philosophy 
via the artificial injection of exact 
differentials [14]. Therefore, we consider 

1 ˆL =   and 2 ˆL
d
dt

 =  , as the observer state 

variables. Consider then the following LESO 
load torque estimator: 

( )1
2 1 1

ˆL
L

d d k
dt dt
 

  = = + −            (2)                 

( )
2

2
0 12

ˆL
L

d d k
dt dt
 

 = = −               (3) 

Substituting the indirect measurement of the 
load torque L  given by (1) into (2) and (3), we 
have 

( )1 2 1 1 1d q d q f q
p Pk L L i i i Jy
J J

   
 = + − + − − 
 

 

( )2 0 1 1d q d q f q
p Pk L L i i i Jy
J J

  
 = − + − − 
 

 

Setting 1 1 1 1k Jy = +  and 2 2 0 1k Jy = + , 
we have 

1 1 1 1ˆL k Jy  = = −  

( )21
1 1 2 1 0 1

d k k J k J y
dt


 = − + + −   

               ( )1 d q d q f q
p Pk L L i i i
J J


 + − + 
 

      

2 2 0 1ˆL
d k Jy
dt

  = = −  

( )2
0 1 0 1 1 0 d q d q f q

d p Pk k k Jy k L L i i i
dt J J


 
 = − + + − + 
 

(4) 
The estimated error evolves according to 

2 2

1 02 2 L
d d de k e k e
dt dt dt   + + =           (5) 

where ˆL Le  = − . Since ( )L t  is assumed to 
be uniformly absolutely bounded, then there 
exist design coefficients 1k  and 0k  for the 
observer, such that the estimation errors are 
uniformly asymptotically convergent to a 
small neighborhood of the origin of the phase 
space of the estimation error dynamics. The 
faster the estimation error dynamics, the 
smaller the convergence neighborhood of the 

origin. The value of the gain parameters is 
customarily chosen via a term-by-term 
comparison of (5) with those of a desired, 
nominal, dominating, second-degree 
characteristic polynomial 

( ) ( )2 22d obs n np s s s − = + + . Therefore, 

1 2 nk = ,  2
0 nk = . 

 
4. ROBUST DYNAMIC SURFACE 

CONTROL OF IPMSM 

In this section, we will present a robust 
DSC for IPMSM based on Backstepping. The 
control technique is a non-linear 
Backstepping control having properties of 
strength. The pursuit of speed takes place 
with a high yield by the control voltage qv  as 
long as the current di  is kept equal to zero. 
The calculation of Lyapunov function is 
performed in a recursive way, it is based on 
the previous system state. A new Control 
Lyapunov Function (CLF) is constructed by 
the increase of CLF of the previous step, this 
procedure calculates allow us to ensure 
overall system stability. The corresponding 
block diagram of the proposed scheme of 
speed tracking design is shown in Figure.1. 

 

 
Figure.1: Proposed scheme of speed tracking 

design. 
 
Step 1: For the reference signal ref , we 
define the tracking error variable as 

1 refz =  −  . The error dynamic system is 
computed by 1 refz = −  . 

Choose the Lyapunov function as 2
1 1

1
2

V z= , 

then the time derivative of 1V  is given by 
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( )1 1 1 1 refV z z z= =  −                      (6) 
Construct the virtual control law 1  as 

1 1 1 refk z = − +                            (7)    

with 1 0k   being a positive design control 
gain. Next, introduce a new state variable 1d

. Let 1  pass through a first-order filter with 
time constant 1  and ( ) ( )1 10 0d =  . The 
purpose of this filter is to generate 1d  and its 
derivative 1d  such that 1 1d −   is smaller 
than a given level  

1 1 1 1d d  +  =  , ( ) ( )1 10 0d =  .                           (8) 
Define 2 1dz = −  . 

Step 2: Differentiating 2z  obtains 

( )2 1
1

d q d q f q L d
p pz L L i i i
J J J

= − +  −  −       (9) 

Now, choose the Lyapunov function 

candidate as 2
2 1 2

1
2

V V z= + .  Obviously, time 

derivative of 2V  can be expressed as 

( )2
2 1 1 2 1

1d q d f
q L d

p L L i
V k z z i

J J

  − + 
  = − + −  − 

 
  

 

(10)  
Then the virtual control 2  is constructed as 

( )2 1 2 2
1

L d
d q d f

J k z
Jp L L i

 
 =  +  −    − + 

 

(11) 

With 2 0k   being a positive design control 
gain. Then define a new state variable 2d . 
Let 2  pass through a first-order filter with 
time constant 2  to obtain 2d  as 

2 2 2 2d d  +  =  ,     ( ) ( )2 20 0d =  .                  (12)     

and define 3 2q dz i= −  

Step 3: Differentiating 3z  results in the 
following equation: 

3 2 2
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3 2 3
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differentiating 3V  yields 
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L


+ −  



                                               (13) 

Now, the control input qv  is designed as 

2 3 3
1d

q q q d f d
q q q

LRv L i p i p k z
L L L

 
= +  +  +  − 

  

 

    (14) 
with 3 0k   being a design control gain. it is 
obtained that: 

2 2 2
3 1 1 2 2 3 3V k z k z k z= − − −                  (15) 

Step 4: At this step, we will construct the 
control law dv . To eliminate the reluctance 
torque, the current reference is fixed to zero, 

0drefi = , we obtain a similar operation to that 
of a DC machine separately excited. Define 

4 dz i= , differentiating 4z  obtains 

 4
1q

d q d
d d d

LRz i p i v
L L L

= − +  +            (16) 

Defining the following candidate 

Lyapunov function as 2
4 3 4

1
2

V V z= + . The time 

derivative is computed as: 
2 2 2

4 1 1 2 2 3 3 4
1q

d q d
d d d

LRV k z k z k z z i p i v
L L L

 
= − − − + − +  + 

  
                                                                                       

(17) 
We design dv  as 

4 4
q

d d d q
d d

LRv L i p i k z
L L

 
= −  − 

  
        (18) 

where 4 0k   is a positive design control gain, 
it is obtained that: 

2 2 2 2
4 1 1 2 2 3 3 4 4V k z k z k z k z= − − − −           (19) 

 
5. SIMULATION RESULTS 

To illustrate the mathematical analysis 
and to investigate the performance of the 
proposed robust dynamic surface control of 
IPMSM, simulations are carried out following 
the overall block diagram of the control 
shown in Figure.1. Table 1 gives parameters 
of the IPMSM which is used in the simulation 
tests. The simulation has been carried out 
using Matlab/ Simulink software. 

Table.1 The parameters of the IPMSM 

  
(𝑟𝑑/𝑠) 

R  
 

(Ω) 

dL  
(𝑚𝐻) 

qL  
(𝑚𝐻) 

f  
(Wb) 

 
 
 

p  
 

 
 
 
 
 
 

J  
(𝑘𝑔.𝑚²) 

 
 
 
 
 
 

F  
(𝑁.𝑚/𝑟𝑑/

𝑠) 

314 6.2 2.502 4.01 0.304 3 0.0036 0.0011 

 
The machine started on the vacuum, then 

a load torque is applied of 5 N.m at time 0.4s, 
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and then eliminated where the moment was 
0.8s. At time t = 1.2s, the direction of rotation 
is reversed at 100 rad/s to -100 rad/s. In 
Figure. 2, it is noted that according to the 
shape the motor speed follows perfectly its 
reference which is achieved very rapidly, with 
a very fast response. The effect of the load 
perturbation is rapidly disappearing and the 
electromagnetic torque stabilizes the load 
torque value. 

Figure. 3. (a) shows the estimated load 
torque. The torque estimation error is 
detailed by Figure. 3. (b) it is clear that the 
observer has good performances for this 
estimation. 
 

 
Figure.2: Simulation results: (a) speed rotation, 

(b) electromagnetic torque and actual load 
torque. 

 

 
Figure.3: Simulation results: (a) actual load 

torque and estimated load torque, (b) load torque 
estimation error. 

 
In Figure. 4. (a) we can note that the 

response of the two current components di  

and qi  show good decoupling introduced by 
IPMSM control (The direct axis current di  is 
always forced to zero in order to orient all the 
linkage flux in the d-axis and achieve 
maximum torque per ampere), as we can see 
that the current qi  is the couple image. In 
Figure. 4. (b), the stator current response of 
the three-phase interior permanent magnet 
synchronous motor is shown. 

 

 
Figure.4: Simulation results: (a) currents di  and 

qi , (b) currents ai , bi  and ci  

 
The IPMSM started with a constant 

acceleration after 0.2s, the speed was 
maintained to 314 rad/s, while the motor is 
loaded with a constant torque of 5 N.m at 
starting. At t = 1s, the speed change form 314 
rad/s to 628 rad/s with same constant load 
torque. Figure. 5. (a) shows the reference and 
actual speed, we can observe that the actual 
speed tracks the reference speed very well. By 
Figure. 5. (b), the electromagnetic torque is 
given. 

The load torque estimation is detailed by 
Figure. 6. It is clear that the observer has 
good performance for this estimation. We can 
see clearly the robustness and the efficiency 
of the proposed observer in high speed. 

 

 

Figure.5: Simulation results: (a) speed rotation, 
(b) electromagnetic torque and actual load 

torque. 
 

 

Figure.6: Simulation results: (a) actual load 
torque and estimated load torque, (b) load torque 

estimation error. 
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Figure. 7 shows the speed responses for 
the backstepping controller for a desired 
reference signal with constant increments 
and decrements. Figure. 7. (a) shows the 
speed tracking responses of Backstepping 
controller with load torque applied on the 
IPMSM shaft at starting. In this figure, we 
note that the motor speed can track the 
desired reference speed, with very low error, 
and small overshoot. Figure. 7. (b) shows 
electromagnetic torque and actual load 
torque. 

Figure. 8. (a) shows the estimated load 
torque in low speed region. The torque 
estimation error is detailed by Figure. 8. (b) 
It can be seen that the proposed observer can 
estimate the actual load torque accurately. 
 

 

Figure.7: Simulation results: (a) speed rotation, 
(b) electromagnetic torque and actual load 

torque. 
 

 

Figure.8: Simulation results: (a) actual load 
torque and estimated load torque, (b) load torque 

estimation error. 
 

In Figure. 9, even an error of +50 % on the 
nominal value of the stator resistance and an 
error of +30 % on the values of the rotor 
moment of inertia and viscous friction 
coefficient it can be seemed that they do not 
affect the static and dynamic performance of 
the Backstepping control. 

Figure. 10, show the robustness of the 
observer against parameters variation, it is 
also shown that the estimated load torque 
follows the actual load torque with precision. 

 

 
Figure.9: Simulation results: (a) speed rotation, 

(b) electromagnetic torque and actual load 
torque. 

 

 
Figure.20: Simulation results: (a) actual load 

torque and estimated load torque, (b) load torque 
estimation error. 

 
From the speed tracking simulation result, 

we can find that the Backstepping controller 
have good performance. 

 

6. SIMULATION RESULTS 

In this paper, we have discussed the 
design and application of robust dynamic 
surface control for IPMSM. The controller 
design is intuitively absorbing and uses first-
order low-pass filter to avoid model 
differentiation, therefore overcoming the 
problem of “explosion of terms” associated 
with the traditional Backstepping approach. 
And then, based on Lyapunov asymptotical 
stability theory, we have proved that the 
presented control law can render the closed-
loop controlled system asymptotically 
stabilize at a desired target. Since the 
feasibility has been considered through the 
design process, the proposed controller is 
more applicable to the practical use. 
Simulation results indicate that the proposed 
control law is very effective and robust 
against the uncertainties in system 
parameters and load disturbances. 

 

ACKOWLEDGEMENTS 

This paper was supported by the Algerian 
ministry of higher education and scientific 
research. 

 

0 1 2 3 4 5 6 7 8
-1

0

1

2

3

4

5

(a)

Time (s)

S
p

e
e

d
 (

r
d

/s
)

 

 

Actual speed

Speed ref

0 1 2 3 4 5 6 7 8
-20

-15

-10

-5

0

5

10

15

20

(b)

Time (s)

T
o

r
q

u
e

 (
N

.m
)

 

 

Electromagnetic torque

Load torque

0 1 2 3 4 5 6 7 8
0

1

2

3

4

5

6

(a)

Time (s)

T
o

r
q

u
e

 (
N

.m
)

 

 

Estimated load torque

Actual Load torque

0 1 2 3 4 5 6 7 8
-1

0

1

2

3

4

5

6

(b)

Time (s)

E
r
r
o

r
 (

N
.m

)

 

 

0 0.2 0.4 0.6 0.8 1 1.2
0

20

40

60

80

100

(a)

Time (s)

S
p

e
e

d
 (

r
d

/s
)

 

 

Actual speed

Speed ref

0 0.2 0.4 0.6 0.8 1 1.2
-5

0

5

10

(b)

Time (s)

T
o

r
q

u
e

 (
N

.m
)

 

 

Electromagnetic torque

Load torque

0 0.2 0.4 0.6 0.8 1 1.2
-1

0

1

2

3

4

5

6

(b)

Time (s)
T

o
r
q

u
e

 (
N

.m
)

 

 

Estimated load torque

Actual load torque

0 0.2 0.4 0.6 0.8 1 1.2
-6

-4

-2

0

2

4

6

(b)

Time (s)

E
r
r
o

r
 (

N
.m

)

156 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



REFERENCES 

[1] Qiang. S, Yiting. L and Chao. Jia, “Novel 
direct torque control method based on 
asymmetric boundary layer sliding mode 
control for PMSM,” energies, vol. 11, 2018. 

[2] Jiang. Q, Liao. M-w and Luo. M-j “Design of 
permanent magnet synchronous motor speed 
loop controller based on sliding mode control 
algorithm.” 2018 IOP Conference Series: 

Materials Science and Engineering, 324 

012021, 2018.  
[3] Peipei. X, Yongting. D, Zhiqian. W and 

Hongwen. L, “Speed adaptive sliding mode 
control with an extended state observer for 
permanent magnet synchronous motor,” 
Mathematical Problems in Engineering, vol. 
2018, 13 pages, 2018. 

[4] Mondragon. F. M.; Hernandes-Guzman. V. 
M., and Resendiz. J. R. ‘‘Robust Speed 
Control of Permanent Magnet Synchronous 
Motors Using Two-Degrees-of-Freedom 
Control,’’ IEEE Transactions on Industrial 

Electronics, 2018, 65, 6099-6107. 
[5] Zhanming. Z, Bao. Z and Dapeng. M, “Robust 

sliding mode control of PMSM based on rapid 
nonlinear tracking differentiator and 
disturbance observer,” Sensors, vol. 18, 2018. 

[6] Jiande. Y, Hui. W, Shoudao. H and 
Yonghong. L, “Disturbance observer-based 
Backstepping control of PMSM for the mine 
traction electric locomotive,” Mathematical 

Problems in Engineering, vol. 2018, 2018. 
[7] Rin, G.; Arun, S. M. ‘‘Speed control of PMSM 

using Backstepping method,’’ International 

Journal of Engineering Research & 

Technology, 2015, 4, 7, 609-612. 
[8] Xiao-Qiang, L.; Dan, W.; Zhu-Mu, F. 

‘‘Adaptive NN dynamic surface control for a 
Class of Uncertain non-affine pure-feedback 
systems with unknown time-delay,’’ 
International Journal of Automation and 

Computing, 2016, 13, 268-279. 
[9] Swaroop. D.; Hedrick. J. K.; Yip. P. P., and 

Gerdes. J. C. "Dynamic surface control for a 
class of nonlinear systems," IEEE 

Transactions on Automatic Control, 2000, 45, 
1893-1899. 

[10] Luo. S, “Nonlinear Dynamic Surface Control 
of Chaos in Permanent Magnet Synchronous 
Motor Based on the Minimum Weights of 
RBF Neural Network,” Abstract and Applied 

Analysis, vol. 2014, 2014. 
[11] Peng, L.; Jie, C.; Tao, C.; Wang, G. ‘‘Adaptive 

robust dynamic surface control of pure-
feedback systems using self-constructing 
neural networks,’’ International Journal of 

Innovative Computing, Information and 

Control, 2013, 9, 7, 2839-2860. 

[12] Pillay, P., and Krishnan, R. ‘‘Modeling, 
simulation, and analysis of permanent-
magnet motor drives. ii. The brushless dc 
motor drive,’’ IEEE Transactions on Industry 

Applications, 1989, 25, 274–279. 
[13] Gliklikh. Y. E, “Necessary and sufficient 

conditions for global-intime existence of 
solutions of ordinary, stochastic and 
parabolic differential equations,” Abstr. Appl. 

Anal., vol. 2006, pp. 1–17, 2006. 
[14] Flores, J. L.; Ramirez, H. S., and Cardenas, 

O. R. “Robust backstepping tracking 
controller for low-speed PMSM positioning 
system: design, analysis, and 
implementation,” IEEE Transactions on 
Industrial Informatics, 2015, 11, 1130-1141. 

157 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



International Conference on Electronics, Energy and Measurement 
IC2EM’2018, Novembre 27-29, 2018, NLA, Algiers, Algeria 

 
 

 

Multipurpose Asymmetric Cascaded Inverter  
 

Khelil ZAOUCHE1, Abdelaziz TALHA2 and El Madjid BERKOUK3 
1Ecole Nationale Supérieure en Informatique, BP 68M - Oued Smar 16270 Algiers, Algeria,         

k_zaouche@esi.dz 
2University of Sciences and Technology Houari Boumediene, BP 32 El-Alia 16111 Bab- 

Ezzouar, Algiers, Algeria, abtalha@gmail.com 
3Polytechnics National School, University of Algiers, Algeria, #10, Hassen Badi Road, El  

Harrach, BP 182, emberkouk@yahoo.fr  

 

 

 
ABSTRACT 

This paper presents a photovoltaic grid-

connected system based on an Asymmetric 

Cascaded inverter. A non-linear load is 

inserted at the point of common coupling. 

The purposes of the inverter are as follow: 

The inverter has to operate the photovoltaic 

arrays at their maximum powers. All the 

available photovoltaic power will be 

extracted and provided to the load. The 

remaining PV power will be injected to the 

utility grid. In weak atmospheric conditions, 

the shortfall will be covered by the grid. The 

inverter will be set up to produce both active 

and reactive power. This guaranteed a grid 

current with a good spectral behaviour and a 

unity power factor. In order to enhance the 

system utility factor, a night operating mod 

is also planned. 

Simulations in Matlab/Simulink software 

are presented to investigate the correctness 

of the command method.  

 

Key Words: Cascaded Asymmetric H-bridge 

inverter; harmonics compensation; non-

linear load; Photovoltaic. 

 

1. INTRODUCTION 

Photovoltaic energy is a promising source 

of energy with all the qualities required to 

meet the present and future energy demand. 

Solar energy is free and abundantly 

available; this brought a continuous growth 

in the utilization photovoltaic (PV) for 

several useful applications. 

Because distributed power sources are 

becoming more and more prevalent, the use 

of a multilevel inverter will provide 

significant advantages due to its fast 

response and autonomous control. 

Additionally, multilevel inverter can also 

control the real and reactive power flow. 

Multilevel inverter contains several dc-

links which can be used to lessen the effects 

of modules mismatches in the PV arrays, as 

well as the shading effect. Cascaded Inverter 

incorporates several H-bridges with separate 

dc sources. This requirement makes 

photovoltaic panels a natural choice for the 

isolated dc voltage sources needed for the 

cascade inverter.  

In this paper we present an Asymmetric 

and Cascaded H-bridge (ACHB) inverter 

feeding a non-linear load. The inverter acts 

as an interface between a PV arrays and the 

utility grid.  

During the past decade, Cascaded H-

bridge topology has been introduced to the 

photovoltaic field. However most of the 

presented papers address symmetrically fed 

inverters [1-8]. This kind of inverter is 

supposed to operate, most often, under 

symmetrical conditions. This operating mode 

occurs when the H-bridge cells transfer an 

equal amount of power. However, in unequal 

atmospheric conditions authors in [1-8] 

reports a dc-link drift problem, which results 

in a loose of the maximum power point 

tracking capabilities. An intrinsic instability 

problem is also reported.  

The challenge that comes with the 

Asymmetric configuration is that the powers 

handled by the H-bridge cells are 

intrinsically unequal. This paper presents 

an efficient solution to deal with this issue.  
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In [9] we have presented an ACHB PV 

inverter feeding a non-linear load. In this 

first approach of our project; the non-linear 

load is not powered from the grid, at weak 

atmospheric conditions. Besides, night 

operations are not allowed. These 

shortcomings are considered in the present 

paper.  

 

2. SYSTEM DESCRIPTION AND 

MIDELING 

The ACHB PV inverter is shown in Fig.1. 

The structure is composed of two series 

connected H-bridges whose dc sides are 

connected to separate photovoltaic strings. 

Vdcj and Ipvj (j = 1,2) denote the dc-link 

voltage and output current of photovoltaic 

string in the jth H-bridge cell. vg and ig 

denote the grid voltage and current, 

respectively. Cj is the dc-link capacitor of the 

jth cell. idcj is the current entering the jth         

H-bridge cell. iS is the inverter output 

current. iL and vL are, respectively, the load 

current and voltage. 

 

SA1SB1

SA2SB2

R L

vg

iS

iL

ig

Idc1

Idc2

C1

C2

VC1

VC2

Non-Linear Load

8 PV panels

16 PV panels

 
 Figure 1: ACHB Photovoltaic Inverter with a 

non-linear Load  

 

SAj and SBj are the switching states of the 

upper switches of each H-bridges leg. 

The system in Fig.1 can be fully modeled 

by the following equations. 

  SBjAjPV

j

cj
iSSI

Cdt

dV


1
 (1) 

 











 



2

1

1

j

ggcjBjAj

g
vRiVSS

Ldt

di
 (2) 

LSg iii   (3) 

 

To describe the electrical behavior of a 

photovoltaic generator under illumination, a 

several models were presented in the 

literature. One of them is the one diode five 

parameters model [10]. 

Considering a photovoltaic string formed 

by nS series connected photovoltaic panels; 

each panel is formed by NS series connected 

solar cells.  The equivalent electrical circuit 

of such photovoltaic string may be described 

by a fictitious components consisting of: 

photo-generated current source, a single 

diode, a series parasitic resistance RS, and a 

parallel parasitic resistance RSh  

RS and RSh are respectively, the series 

and the shunt resistances associated to one 

panel. The mathematical description of this 

circuit is given by the following equation: 

 

𝐼 = 𝐼𝑝ℎ −  𝐼0  𝑒𝑥𝑝 
𝑞 

𝑉

𝑛𝑆
 + 𝐼 𝑅𝑆   

𝑁𝑆  𝑛  𝑘  𝑇
 −  1 −

 
 
𝑉

𝑛𝑆
 + 𝐼 𝑅𝑆   

𝑅𝑆ℎ  
  (4) 

 

 

I stand for the photovoltaic string output 

current, V stands for the photovoltaic string 

output voltage, Iph is the photo-generated 

current, I0 is the reverse saturation current 

of the diode, K is the Boltzman constant 

factor, q is the elementary charge, n is the 

diode ideality factor. The photo-generated 

current, Iph, depends on both: the irradiance 

G, and the temperature T, and is given by: 

 

  STCIscSTCph

STC

ph TTI
G

G
I  ,  (5) 

 

Where IphSTC is the photo-generated 

current at the standard test conditions 

(STC), namely, average solar spectrum at 

AM1.5G, the irradiance is normalized to 

1000W/m2, and the cell temperature is set to 

25°C.  

It is safe to assume that the photo-

generated current at standard test 

conditions, is equals the short circuit 

current, ISC. 

ISC is supplied by the manufacturer. 

GSTC is the irradiance under standard test 

condition. 

TSTC is the cell temperature on the 

standard test condition.  

T is the operating cell temperature  
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µISC is the manufacturer supplied 

temperature coefficient of short-circuit 

current.  

The diode saturation current, I0, is given 

by: 

𝐼0 =  𝐼0,𝑆𝑇𝐶  
𝑇

𝑇𝑆𝑇𝐶
 

3

𝑒𝑥𝑝  
𝐸𝑔  𝑁𝑆  𝑞

𝑛  𝑘  𝑇𝑆𝑇𝐶
  1 −

 
𝑇𝑆𝑇𝐶

𝑇
   (6) 

 

Where I0STC is the reverse saturation 

current at standard test conditions. 

Eg stand for energy band gape. 

 

 

3. CONTROL STRATEGY 

The control system includes an 

independent Maximum power Point tracker 

(MPPT) for each PV string, a grid current 

controller, a dc-link regulators, and, a drift 

compensation mechanism.  

Each independent MPPT algorithm 

provides the dc-link reference of the 

corresponding photovoltaic string. The 

output of the voltage regulator is a DC value 

corresponding to the magnitude of the 

inverter output current.  

The inverter reference voltage is inferred 

from the current control loop. This reference 

voltage is used by the modulation process to 

generate the ACHB inverter gating signals. 

All the regulators in the control loops are 

tuned to meet the following goals: 

1_The inverter has to operate the 

photovoltaic arrays at their maximum 

powers. An independent Maximum Power 

Point Tracking must be achieved. 

2_All the available photovoltaic power 

will be extracted and provided to the load. 

The remaining PV power will be injected to 

the utility grid. 

3_In weak atmospheric conditions, the 

shortfall will be covered by the grid. 

4_The control strategy is set up to 

guarantee a grid current with a good 

spectral behavior and a unity power factor. 

5_In night, common photovoltaic systems 

are disconnected. The System Utilisation 

Factor (SUF) of such systems is around 30%. 

In this paper, a night operation mode is 

planned. The system controls the reactive 

power. Thus the SUF is enhanced to 100%. 

 

4. RESULTS AND DISCUSSION 

To verify the proposed control scheme, the 

ACHB PV inverter is simulated in three 

different conditions. First, all PV strings are 

operated under the same irradiance 

S=1000W/m2 and temperature T=25 ˚C. At    

t = 0,5s the solar irradiance in the first PV 

string decreases to 400W/m2; and stays the 

same for the other string. Finally, at t = 1s, 

the irradiance of the first PV string 

increases to 1000W/m2, whereas the 

irradiance of the second PV string decrease 

to 400W/m2. Fig.2 resumes the changes 

operated on the irradiance of the two 

photovoltaic strings. 

The two dc-link voltages are shown in 

Fig.3. At the beginning, the PV strings are 

operated at the MPP voltage of 173V, and 

346V for the first and the second PV string 

respectively. As the irradiance changes, the 

first dc-link voltages decrease and track the 

new MPP voltage 161,9V, while the second 

PV string is still operated at 346V. At t = 1s, 

changes are made to the irradiance of the 

two PV strings. Therefore, the first dc-link 

increases to track the new MPP voltage 

173V; when the second dc-link decreases to 

323,8V. 

The currents of the grid, load, and on the 

output of the inverter are shown of Figures 4 

to 6. Despite the appearance, strongly non-

linear, of the load current, the grid current 

has a perfect sinusoidal shape. The 

distortion forms are mitigated 

(compensated) by the inverter. At the third 

simulation step, the grid current phase is 

shifted by 180°; which mean that the grid 

provides energy to the load, Fig.6.  

Fig.7 shows the overall extracted 

photovoltaic power, plotted together with the 

load power and the real grid power. 

We observe from Fig.7 that the available 

photovoltaic power is extracted and provided 

to the load. The remaining PV power will be 

injected to the utility grid, first and second 

simulation step.  

In the third step, since the PV power is 

not high enough to satisfy the load demand, 

the utility grid ensures the supply of the 

power deficiency. The sign of grid power 

becomes negative, indicating that the grid 

provides energy instead of receiving it.  

Night operations are also simulated. In 

this case all the PV strings are disconnected. 

The system controls the reactive power.  
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Fig.8 shows the grid current and voltage. 

The grid current waveform has a sinusoidal 

chap with power factor close to the unity. 

The disturbance of the load, at the point of 

the common coupling, is reduced to the 

minimum.  

  

 
Figure 2: Changes made on the Irradiances 

 

 
Figure 3: dc-link Voltages 

 

 
Figure 4 : System Currents behavior 

at the first simulation step 

 

 
Figure 5 : System Currents behavior 

at the second simulation step 

 
Figure 6 : System Currents 

behavior at the third simulation step 

 

 
Figure 7 : Powers 

 

 
Figure 8 : Grid Current and Voltage 

 

 

5. CONCLUSION 

In this paper, an Asymmetric Cascaded 

H-bridge inverter for grid-connected 

photovoltaic system has been presented. 

Thanks to its fast dynamic response and 

autonomous control, the ACHB inverter was 

capable to meet the goals initially set. 

Hence, a maximum power point tracking is 

achieved independently for each photovoltaic 

string.  The system operates at a unity 

power factor, despite the presence of a non-

linear load. Finally the System Utilization 

Factor is enhanced, to reach 100%, by 

planning a night operation mode. 

 

0 0.5 1 1.5
 

400 

 

 

1000

 

Ir
ra

d
ia

n
c
e

 [
W

/m
²]

2nd PV String

0 0.5 1 1.5
 

400 

 

 

1000

 

Time [s]

Ir
ra

d
ia

n
c
e

 [
W

/m
²]

1st PV String

0 0.5 1 1.5
100

150

200

250

300

350

400

450

Time [s]

d
c
-l

in
k
 V

o
lt
a

g
e

s
 [

V
]

Vc2

Vc1

Vc2ref

Vc1ref

0.4 0.405 0.41 0.415 0.42 0.425 0.43 0.435 0.44
-20

-15

-10

-5

0

5

10

15

20

Time [s]

C
u

rr
e

n
t 

[A
]

Grid Current

IsLoad Current

0.7 0.705 0.71 0.715 0.72 0.725 0.73 0.735 0.74
-20

-15

-10

-5

0

5

10

15

20

Time [s]

C
u

rr
e

n
t 

[A
]

Grid Current

IsLoad Current

1.2 1.205 1.21 1.215 1.22 1.225 1.23 1.235 1.24
-15

-10

-5

0

5

10

15

Time [s]

C
u

rr
e

n
t 

[A
]

Grid Current

Is

Load Current

0 0.5 1 1.5
-1500

-1000

-500

0

500

1000

1500

2000

2500

3000

Time [s]

P
o

w
e

r 
[W

]

PV extracted Power

Load Power

Grid real Power

0.5 0.505 0.51 0.515 0.52 0.525 0.53 0.535 0.54
-20

-15

-10

-5

0

5

10

15

20

Time [s]

C
u

rr
e

n
t 

[A
]

Grid Current

Grid Voltage [15/310 V]

161 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 

REFERENCES 

[1] S. Ali Khajehoddin, A. Bakhshai and P. Jain, 

"A Novel topology and control strategy for 

maximum power point trackers and multi-

string grid-connected PV inverters", 2008 

Twenty-Third Annual IEEE Applied Power 

Electronics Conference and Exposition, 2008. 

      Doi: 10.1109/APEC.2008.4522718 

 

[2] O. Alonso, P. Sanchis, E. Gubia and L. 

Marroyo, "Cascaded H-bridge multilevel 

converter for grid connected photovoltaic 

generators with independent maximum 

power point tracking of each solar 

array", IEEE 34th Annual Conference on 

Power Electronics Specialist, 2003. PESC '03. 

Doi: 10.1109/PESC.2003.1218146 

 

[3] B. Xiao, L. Hang, J. Mei, C. Riley, L. Tolbert 

and B. Ozpineci, "Modular Cascaded H-

Bridge Multilevel PV Inverter With 

Distributed MPPT for Grid-Connected 

Applications", IEEE Transactions on 

Industry Applications, vol. 51, no. 2, pp. 

1722-1731, 2015. 

Doi: 10.1109/TIA.2014.2354396 

 

[4] V. Sridhar and S. Umashankar, "A 

comprehensive review on CHB MLI based PV 

inverter and feasibility study of CHB MLI 

based PV-STATCOM", Renewable and 

Sustainable Energy Reviews, vol. 78, pp. 138-

156, 2017. 

Doi: 10.1016/j.rser.2017.04.111 

 

[5]  Y. Yu, G. Konstantinou, C. Townsend and V. 

Agelidis, "Comparison of zero-sequence 

injection methods in cascaded H-bridge 

multilevel converters for large-scale 

photovoltaic integration", IET Renewable 

Power Generation, vol. 11, no. 5, pp. 603-613, 

2017. 

Doi: 10.1049/iet-rpg.2016.0621 

 

[6]  Chavarria, D. Biel, F. Guinjoan, C. Meza and 

J. Negroni, "Energy-Balance Control of PV 

Cascaded Multilevel Grid-Connected 

Inverters Under Level-Shifted and Phase-

Shifted PWMs", IEEE Transactions on 

Industrial Electronics, vol. 60, no. 1, pp. 98-

111, 2013. 

Doi: 10.1109/tie.2012.2186108 

 

[7]  S. Kouro, B. Wu, A. Moya, E. Villanueva, P. 

Correa and J. Rodriguez, "Control of a 

cascaded H-bridge multilevel converter for 

grid connection of photovoltaic 

systems", 2009 35th Annual Conference of 

IEEE Industrial Electronics, 2009. 

Doi: 10.1109/IECON.2009.5415332 

 

[8]  E. Villanueva, P. Correa, J. Rodriguez and M. 

Pacas, "Control of a Single-Phase Cascaded 

H-Bridge Multilevel Inverter for Grid-

Connected Photovoltaic Systems", IEEE 

Transactions on Industrial Electronics, vol. 

56, no. 11, pp. 4399-4406, 2009. 

Doi: 10.1109/TIE.2009.2029579 

 

[9] K. Zaouche, A. Talha, and El Madjid Berkouk, 

"An efficient Asymmetric Cascaded H-bridge 

inverter for photovoltaic systems", The 8th 

International Conference on Modelling, 

Identification and Control (ICMIC 2016), 

Algiers, Algeria, 15-17 November 2016. 

DOI: 10.1109/ICMIC.2016.7804117 

 

[10] R. Franco and F. Vieira, "Analytical method 

for extraction of the single-diode model 

parameters for photovoltaic panels from 

datasheet data", Electronics Letters, vol. 54, 

no. 8, pp. 519-521, 2018. 

Doi: 10.1049/el.2018.0402 

 

162 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 

http://dx.doi.org.www.sndl1.arn.dz/10.1109/APEC.2008.4522718
http://dx.doi.org.www.sndl1.arn.dz/10.1109/PESC.2003.1218146
https://doi.org/10.1109/IECON.2017.8217124
https://doi.org/10.1109/IECON.2017.8217124
https://doi.org/10.1109/IECON.2017.8217124
http://10.0.4.85/tie.2012.2186108
http://10.0.4.85/IECON.2009.5415332
http://10.0.4.85/TIE.2009.2029579
https://doi.org/10.1109/ICMIC.2016.7804117
https://doi.org/10.1049/el.2018.0402


International Conference on Electronics, Energy and Measurement 
IC2EM’2018, 27 et 29 Novembre 2018, Algiers, Algeria 

 

Abstract — We present in this paper the modeling and 
control of a variable speed wind turbine based on the permanent 
magnet synchronous generator (PMSG) interfaced to the power 
grid via electronic power converters. We propose two control 
strategies of the latter, namely the direct control of the torque of 
the synchronous machine (DTC) applied to the two-level 
converter on the machine side, and direct power control (DPC) 
of the network-side converter is considered in this article  in 
three-level, developed by analogy with direct torque control 
electrical machines and presented in order to mitigate the quality 
problems of the wave. Indeed, by increasing the level of the 
converter, it ensures a better control of the vector voltage. The 
effectiveness of these control strategies is verified by simulation 
under Matlab / Simulink. 

Index Terms — Permanent-magnet synchronous generator 
(PMSG), Maximum Power Point Tracking (MPPT), Direct 
torque control (DTC), Direct power control (DPC), Multilevel 
Inverter.  

I. INTRODUCTION 

iven the environmental constraints required on the one 
hand and the increase in the cost of producing 

electricity on the other, the current trend is oriented 
towards the exploitation of renewable energy sources like: 
wind, solar, biomass, geothermal, tidal, hydraulics, ... etc  
Among these energy sources, the wind turbine is the most 
promising in the world in terms of development [1].Until 
now, there are two categories of wind turbines: fixed-
speed wind turbines directly coupled to the network by the 
stator and variable-speed wind turbines controlled by the 
stator or the rotor by means of power electronics 
converters [2][3].    

The wind structure comprising a synchronous 
generatrix with permanent magnets with a large number of  
poles, makes variable speed systems more attractive. This 
type of machine makes it possible to extract a maximum 
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of energy by reducing the mechanical stresses and this by 
eliminating the speed multiplier, which improves system 
reliability and reduces maintenance costs [2].This article 
focuses on the choice of a variable speed wind turbine 
includes the permanent-magnet synchronous generator. 
This is justified by the interest that research devoted to 
this type of structures as they are described as the turbines 
of the future. Indeed the current development in the field 
of magnetic materials that the major drawback of these 
structures namely the price of permanent magnets is no 
longer an obstacle to build gigantic wind turbines with a 
synchronous machine with permanent magnets [8]. 

Two predominant control techniques on the current 
market, including direct control of DTC torque and direct 
power control DPC of power electronics converters 
[4,5,6,7]. The wind energy conversion system studied is 
shown in Fig1. This structure comprises, in addition to the 
synchronous generator with permanent magnets, converter 
1 two-level controlled by the DTC, the continuous bus, 
converter 2 a three-level controlled by the DPC, the 
connection to the network via a filter and the transformer. 

II. WIND TURBINE MODELING 

Power of the wind-turbine is given by: 

  

32 ).,(....
2

1
),( vCRPCP pvpt  

     
(1) 

The parameter Cp is dimensionless, it expresses the 
capacity of the wind turbine to extract energy from the 
wind. This characteristic parameter of the aerogenerator is 
a function of the specific speed λ and pitch angle  and is 
called power coefficient. 

We define the specific speed λ also called the ratio of 
the tip speed of pale (Tip-speed-ratio) as the ratio of the 
peripheral tangential velocity (Ωt .RΨ on the instantaneous 
speed of the wind vvent. 

                        v
R t


                    

(2) 

R being the radius of the area swept by the pale  Ωt and  
the speed of rotation of the turbine. 

The expression of the power coefficient used in this 
study is given by [9]: 
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Fig. 1. System structure studied 
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The maximum power extraction device (MPPT) must 

set a reference torque to allow the PMSG to rotate at an 
adjustable speed to ensure an optimal operating point in 
terms of power extraction. In this context, the speed ratio 
of the wind turbine must be maintained at its optimum 
value (λ = λopt Ψ (Fig.2Ψ over a certain wind speed range. 
So, the coefficient power would be maintained at its 
maximum value (Cp = Cp_max). The  aerodynamic torque  
is expressed as [10,11]: 
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Fig. 2. Power coefficient characteristic for various values of 

pitch angle 
 
The mechanical transmission between the turbine and 

the generator can be modeled by the system of equations 
5. The lack of speed multiplier is justified by the 
synchronous machine retaining permanent magnets which 
has a large number of pairs of poles (p = 125) [12]. 
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Where: Tem ,Tt: Generator and turbine torque, J:  total 
system inertia, fv is the viscous friction coefficient  and 
Ωg shows the speed of the rotor. Figure 3 summarizes the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Block diagram of the MPPT strategy without wind 
speed measurement 

 
block diagram of the MPPT strategy without measuring 
the wind speed. 

 
III. PRINCIPLE THE PMSG DTC CONTROL 

The DTC control calculates the control quantities of the 
stator flux and the electromagnetic torque from the stator-
related quantities alone. The principle of control is to 
maintain the stator flux in a fork. The block diagram of 
the DTC control is shown in Figure 4 [13]. The DTC 
control of a permanent magnet synchronous machine is 
based on the direct determination of the sequence of 
commands applied to the two-level voltage rectifier 
switches. This strategy is based generally on the use of 
hysteresis comparators whose role is to control the 
amplitudes of the stator flux and the electromagnetic 
torque. 

The stator flow and the angle Ɵs 
are calculated from the 

following equations: 
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The torque can be estimated with:  
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The estimated values of the torque and the stator flux 

are compared with their reference values respectively, the 
results of the comparison form the inputs of the hysteresis-
cycle comparators [4]. 

The switching table 1 is constructed in the E  , ETem and 
sector Ɵ position of  S [4]. 

 
TABLE. I. 

Table switching 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Basic structure of the control DTC 
 

IV. PRINCIPLE OF THE DPC CONTROL 

The overall structure of DPC, using a switching table, 
applied to the three-level converter 2 is shown in figure 5. 
It is analogous to direct torque control (DTC) of PMSG.  
Instead of the torque and the stator flux, it is the active 
and reactive instantaneous powers that are the controlled 
quantities. The principle of DPC is to select a sequence of 
switching commands (Sa1, Sb1, Sc1 Sa2, Sb2, Sc2) 
semiconductors constituting the Converter 2, from a 
switching table. Selection is based on digitized errors, Sp 
et Sq, between the references of active and reactive powers 
(P* et q*) and the actual values (P et q), provided by two 
hysteresis comparators at two levels, as well as on the 
angular position of the vector of the tensions vαβ. For the 
latter, the plane α-β is divided into twelve sectors equal to 
30° as shown in the figure 6, where this three-level 
converter is represented by twenty-seven voltage vectors : 

three null vectors and eighteen non-zero vectors 
[14,15,16,17]: 

The calculation of the angular position of the vector of 
the tensions is defined by the following relation 

 

                             

)(



v

v
Arctg

                             

(9)

 

 The sector number where the vector of the voltages is 
located is determined by comparing the angle θ with the 
limits of each of the twelve sectors which are defined by: 
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The reference of the active power, P*, is provided by 
the PI regulator of the DC bus voltage; while that of the 
reactive power, q*, is imposed equal to zero for the 
absorption of sinusoidal currents under a presumed 
sinusoidal shape source voltage, to ensure operation of the 
converter with a unit power factor. 

The active and reactive powers are estimated using the 
switching state of the converter, the three-phase line 
currents, the dc-bus voltage, and the inductance of the 
reactors. It can be derived as: 
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Reference tracking errors of active and reactive 

instantaneous powers, introduced in two two-level 
hysteresis comparators, allow to establish two logical 
outputs Sp and Sq given by: 
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Once the logical outputs of the established hysteresis 
comparators, and following the number of the sector 
where the vector is located vαβ, the vector of the voltages 
to be applied to the input of the rectifier is selected from 
of the conventional switching table as shown in Table 2. 

The synthesis of the switching table (Table 2) is based 
on the signs of derived active and reactive power in each 
sector, given by the Eq.(15) and (16). 
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Fig. 5. Basic structure of the DPC control 
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Fig. 6. Sectors and vectors of three-level converter voltages 
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Table switching   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. SIMULATION RESULTS 

We present, the simulation results of a wind energy 
conversion chain include a synchronous generator with 
permanent magnets of 1.5MW illustrated by the figure1.  
The simulation tests are carried out taking into account the 
wind profile presented by the figure Fig.7 of average 
value 10.8 m /s.  The reference DC bus voltage equal 
2000V. The network is assumed to have infinite power, 
which allows all production to be injected without 
constraints. The change of the mechanical speed of the 
turbine, aerodynamic power and  power coefficient are 
presented in the figures 8,9 and 10 respectively. 

Figures 11,12 and 13 illustrate the behavior of the DTC 
control structure  of  PMSG. This control system ensures 
optimization of the extracted power, by maintaining the 
maximum power coefficient value. 

We can find that the torque response and the flux 
module show good performance. Moreover, during the 
steady state, we visualize the oscillations of the torque and 
the flux around their respective setpoint. The amplitude of 
these oscillations is determined by the hysterisis regulators 
The stator flux s in the complex plane started at point 
(0,0) and turns in the trigonometric sense to follow a 
radius circle 2.458 Wb fixed by the setpoint. 
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The stator currents of the PMSG are sinusoidal but of 
different frequencies, their amplitudes are related to 
variations in the speed of rotation of the generator 
presented by figure 14.  

We can see in figure 15 that the voltage bus continuous 
is not affected by the changes in the rotational speed of 
the generator. We can conclude that the structure of the 
chosen conversion chain and the proposed control strategy 
favor the decoupling between these two quantities. The 
interest of this decoupling and not to have additional 
electrical disturbances on the continuous bus that come 
from the turbine part. 

The zoom of the three-phase currents injected into the 
network are shown in Fig. 16. We see that they are 
sinusoidal alternating currents with a frequency of 50 Hz. 
It is in phase opposition to the voltage Vs of the network. 
This confirms that the wind system only injects active 
power into the network. 

 
VI. CONCLUSION  

In this article we proceeded to the modeling and control 
of a wind energy conversion chain including a 
synchronous generator with permanent magnets. We 
talked about two command techniques, namely the 
machine-side DTC  control used to control the torque and 
flux through hysteresis comparators and the DPC 
command applied to the three-level converter on the 
network side, in order to reduce ripple currents and 
harmonic content of output voltages. A test of these orders 
with a suitable wind was carried out on the model of the 
chain of conversion. Results in line with our expectations 
were obtained and describe. 
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TABLE III 

Wind turbine and PMSG Parameter 
 

Paramètres Value 

Turbine Diameter D=70.5 m 
Number of blades 3 
DC bus voltage 2000 V 
Nominal power 1.5 MW 
Nominal rotor speed 24 tr/min 
Number of pole pair 125 
Flux of permanent magnets 2.458 Wb 
Stator resistance 0.0081 Ω 
Inductors with axis d-q 1.2mH 
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Fig. 7. The profile of wind 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Aerodynamic power 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Flux of PMSG 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. Trajectory of the stator flux of PMSG 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15. DC bus voltage 
 
 
 

 
 
 
 
 
 
 
 
 
 
Fig. 8. Speed of rotation of the generator 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Power coefficient 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. Generator torque 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. Stator current of PMSG 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.16. Zoom voltage and current 
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ABSTRACT  

 
  In this paper, selective harmonic elimination 

problem is solved using two different approaches. 
To reduce THD, Real-coded Genetic algorithm is 
applied to compute the switching angles of a seven 
level inverter in order to control the fundamental 
voltage and simultaneously delete specified low 
order harmonics. The main disadvantage of the 
Newton-Raphson conventional method is the 
starting point choice, which is now diverted into 
an optimization task. A comparative study is done 
to highlight the efficiency of both approaches. 
Neutral-point clamped structure is considered in 
this work. 
 

Key Words: Genetic Algorithm, Neutral-Point 
Clamped Multilevel Inverters, Objective 
Function, Selective Harmonic Elimination, Total 
Harmonic Distortion.  
 
1. INTRODUCTION 

In recent years, use of multilevel inverters has 
become popular for medium and high power 
applications. The need for a high power apparatus 
has been derived from numerous industrial uses 
[1], [2]. They have found a wide influence in many 
industrial applications such as renewable energy 
applications [3], electric vehicles [4], photo-voltaic 
(PV) systems [5], Battery cells [6], [7], aircraft 
applications [8], active power filters [9], industrial 
drives [10], and numerous other fields. 

 

 
Multilevel inverters have received increased 
interest over two level inverters from the 
beginning of their appearance in power electronics 
[11]—[14] due to high quality output waveform 
and decreased harmonic distortion in the output 
waveform without decreasing the inverter power 
output. Many multilevel converter topologies have 
been proposed during the last three decades. Most 
popular structures reported in the literature are 
cascaded H-bridge inverters [15], diode-clamped 
inverters [16], and capacitor-clamped inverters 
[17].  

The output waveform generated by multilevel 
inverter includes an important amount of low 
order harmonics; an effective method of 
eliminating these harmonics is the selective 
harmonic elimination pulse width modulation 
(SHEPWM) which produces optimum switching 
angles that lead to minimum switching losses. 
Related equations are known to be highly 
transcendental and non-linear. The solution of 
these transcendental equations can be found by 
some iterative techniques such as Newton-
Raphson Method (NRM). However, this technique 
has a major disadvantage with finding a proper 
initial guess that lead to convergence. 
Furthermore, analytical methods such as NRM 
will find solutions only for a restricted range of 
modulation index M; otherwise, for M without any 
feasible solution the latter method clashes its 
limit while facing a continuous range of M. In [18] 
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and [19], the mathematical Theory of Resultants 
is used to find all possible solutions to the 
problem. This is done by converting the 
transcendental equations into an equivalent set of 
polynomials. But the complexity of this technique 
grows with the growing number of levels in MLI’s. 

 For that issue, harmonic elimination problem 
in multilevel inverters was redrafted into an 
optimization task and all evolutionary search 
algorithms [20]-[25] proved themselves efficient to 
solve the problem. Genetic Algorithm (GA) [26]-
[28]; is regarded as stochastic search techniques 
that mimic the behavior of natural selection and 
evolution whereas Particle Swarm Optimization 
(PSO) [29] is inspired from schools of fish or flocks 
of birds and their coordinated movements to find 
food while avoiding predators. Various other 
algorithms were applied; [30] proposed to select 
optimal switching angles based on Firefly 
algorithm. In [31], the ant colony optimization for 
continuous domains (ACOIR) is applied to 
harmonic elimination problem. [32] proposes a 
simple graphical approach, if applied to the 
inverter, eliminates two harmonics and further. 
In [33], GA and PSO are applied to obtain the 
switching angles. Then an artificial neural 
network (ANN) is trained to determine the 
switching angles. Such algorithms where all 
applied along with a cost function inspired from 
the Total Harmonic Distortion formula (THD).  

Switching angles determined by NRM faces a 
deficiency, which is the choice of starting points 
that can lead to convergence. A solution has been 
proposed in [34] where GA and PSO are used to 
choose the starting point of the latter method. 
Finally, we are confronted to many proposed 
objective functions, [20], [22], [34] and [35]. 

In this paper, a comparative study is done 
between two main proposed objective functions 
using GA to calculate optimal switching angles in 
order to control the fundamental voltage and 
simultaneously delete two low order harmonics. 
The first objective function is inspired from the 
general THD formula, and it computes a 
minimization of this factor. This minimization 
technique does no longer solve the transcendental 
non-linear equations as NRM does -when it can- 
but instead we are having a set of solutions that 
minimize the global THD for a fixed rang of M. 
The second objective function has a quadratic 

form inspired directly from the set of equations, 
thus it returns the analytical solution for the 
range of M where the latter equations are soluble 
as the NRM method would do. Furthermore, the 
approach could compute angles even for the range 
where the transcendental equations do not have 
any analytical solution, and in this case, angles 
computed minimize the objective quadratic 
function rather than solving it.  

Furthermore, Particle Swarm Optimization 
Algorithm is applied in order to confirm the 
obtained results. Finally, the NRM is diverted, 
since an evolutionary algorithm used with the 
right choice of cost function could lead to minimize 
or ideally solve the transcendental equations 
related to the selective harmonic elimination-
challenging problem. 

 
2. NEUTRAL-POINT CLAMPED 

MULTILEVEL INVERTER STRUCTURE 

 
A structure of one leg (leg a related to the phase 

a) of seven-level neutral-point diode clamped 
converter is depicted in Figure.1. It is worth 
noticing that the DC input voltage bus E and the 
capacitor voltages are common to the three legs 
(leg k, with k=a, b,c). For our study, we assume 
that total DC voltage E is constant and the voltage 
Vdc across each of six capacitors (C1, C2, C3, C4, 
C5 and C6) is likewise constant as Vdc = E/6. 
Moreover, the reference point related to output leg 
voltage is the point n. In Figure.1, S1 to S12 
represents switches and D1 to D25 represents 
clamping diodes. In complementary control mode, 
Table 1 gives the seven states of the switches S1 
to S12 in order to generate seven levels leg voltage 
Van. [34], [36]. 

TABLE.1 Switching states related to the seven levels 
of voltage leg Van. 

Van S1 S2 S3 S4 S5 S6 
 

S7 
 

S8 
 

S9 
 

S10 
 

S11 
 

S12 

3Vdc 1 1 1 1 1 1 0 0 0 0 0 0 

2Vdc  1 1 1 1 1 0  1 0 0 0 0 0 

Vdc 1 1 1 1 0 0 1 1 0 0 0 0 

0 1 1 1 0 0 0 1 1 1 0 0 0 

-Vdc 1 1 0 0 0 0 1 1 1 1 0 0 

-2Vdc 1 0 0 0 0 0 1 1 1 1 1 0 

-3Vdc 0 0 0 0 0 0 1 1 1 1 1 1 
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Figure1. One leg structure of seven-level diode 
clamped converter 

 
3. HARMONIC ELIMINATION PROBLEM 

It is well known that the harmonic elimination 
procedure requires the computation of switching 
angles allowing the fundamental control and the 
elimination of undesired low order harmonics. 

 

Figure.2 Seven-level output voltage staircase 
waveform 

 
The symmetric staircase wave of 𝐿 levels can be 

depicted with 𝑁 independent angles given by: 
 

 𝑁 = {
(𝐿 − 1) 2   𝑖𝑓 𝐿 𝑖𝑠 𝑜𝑑𝑑⁄

(𝐿 2) − 1 𝑖𝑓 𝐿 𝑖𝑠 ⁄ 𝑒𝑣𝑒𝑛
                         (1) 

 
With these N angles, we can eliminate (N-1) lower 
order harmonics with fundamental control. The 
Figure.2 depicts the case of seven levels inverter 
(L=7); it is clear that this wave can be described 
by using only three independent switching angles 
(N=3) and thus, based on SHE-PWM procedure, 
two (N-1) low order harmonics can be eliminated. 
Recalling that output voltage 𝑣(ωt)of pulsation 
ωcan be put under the form: 

 

𝑣(𝜔𝑡) =  ∑ 𝑉2∗𝑘+1
𝑛
𝑘=0 𝑠𝑖𝑛(2 ∗ 𝑘 + 1)𝜔𝑡             (2) 

 
Where Vk is the amplitude of the kth harmonic 
given by: 
 
𝑉𝑘 =  

4 𝑉𝑑𝑐

𝜋𝑘
∑ 𝑐𝑜𝑠 𝑘𝛼𝑖

𝑠
𝑖=1                                        (3) 

 
The amplitude of the fundamental is given for 
k=1: 
 
𝑉1 =  

4 𝑉𝑑𝑐

𝜋
∑ 𝑐𝑜𝑠 𝛼𝑖

𝑠
𝑖=1                                           (4) 

 
The switching angles can be found by solving the 
following equations: 
 

{

𝑐𝑜𝑠 𝛼1 + 𝑐𝑜𝑠 𝛼2 + 𝑐𝑜𝑠 𝛼3 =
3𝜋

4
𝑀

𝑐𝑜𝑠 5𝛼1 + 𝑐𝑜𝑠 5𝛼2 + 𝑐𝑜𝑠 5𝛼3 = 0
𝑐𝑜𝑠 7𝛼1 + 𝑐𝑜𝑠 7𝛼2 + 𝑐𝑜𝑠 7𝛼3 = 0

                      (5) 

 
Where, M, i.e. modulation index, is defined as: 

 
𝑀 =  

𝑉1𝑚𝑎𝑥
∗

(𝐸 2⁄ )
         (0 ≤ 𝑀 ≤ 1)                               (6)  

 
In addition, the switching angles satisfy:  
 
  0 < 𝛼1 < 𝛼2 < 𝛼3 < 𝜋/2                                 (7) 
 
The optimal solutions of (5) under the constraints 
(7) are obtained through the minimization of an 
objective function. 

In this study, we propose to compare two 
objective functions labelled: THD cost function 
and Quadratic cost function. 

 
3.1 THD cost function  
The minimization technique in this case divert 

the root of the problem and does no longer solve 
the transcendental non-linear equations, but 
instead we are having a set of solutions that 
minimize the cost function mentioned in (8) which 
is inspired from the global THD formula.  

 

𝐹𝑇𝐻𝐷(𝛼1, 𝛼2, 𝛼3) =  
√∑ 𝑉𝑘

2
𝑘=5,7

𝑉1
                               (8) 
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3.2 Quadratic cost function  
The second cost function presented in (9) is an 

image of the set of equations that describes the 
SHEPWM problem. 

 
𝐹𝑄𝑢𝑎(𝛼1, 𝛼2, 𝛼3) =  𝑓1

2 +  𝑓2
2 + 𝑓3

2                      (9) 
 
Where          𝑓1 =  𝑐𝑜𝑠 𝛼1 +  𝑐𝑜𝑠 𝛼2 + 𝑐𝑜𝑠 𝛼3 −

3𝜋

4
𝑀 

                     𝑓2 =  𝑐𝑜𝑠5 𝛼1 + 𝑐𝑜𝑠 5𝛼2 + 𝑐𝑜𝑠 5𝛼3 

                     𝑓3 =  𝑐𝑜𝑠7 𝛼1 + 𝑐𝑜𝑠 7𝛼2 + 𝑐𝑜𝑠 7𝛼3 

 
 

4.  SELECTIVE HARMONIC ELIMINATION 

USING GENETIC ALGORITHM 

 
To find the best switching angles for the NPC 

converter, real-coded GA-based optimization is 
used to solve the equations set (5) under the cost 
function (7). 

The optimization process starts with a random 
population composed of a large amount of 
individuals. Each individual is constituted of the 
following parameters vector P = [𝛼1𝛼2𝛼3] of 
switching angles. The elements of this vector are 
called genes. All the values of the genes are taken 
within a range of permissible solutions. The 
evaluation of the fitness F is made through an 
objective function. Then, the individuals are 
classified from the best to the worst. Being at the 
top those have an increased chance to be selected 
for reproduction. The new population is obtained 
through operators of crossover, mutation, 
selection and elitism iteratively applied to a set of 
candidate solution. The generation gap is fixed, 
meaning the assigned percentage of parent 
chromosomes that directly turn into the child 
chromosomes without undergoing the genetic 
operation crossover and mutation. The elitist 
model can guarantee not to lose the best 
individual in the GA optimization. The steps of 
GAs are illustrated in Figure.3 and are repeated 
until the convergence criterion is satisfied. 

 

Figure3. Flowchart of Genetic Algorithm 
 

5. SIMULATION AND RESULTS 

The simulation is carried out for a seven level 
neutral-point clamped multilevel inverter in the 
case where the voltage E is imposed to 660V and 
thus Vdc=110V.  By using GA, switching angles are 
determinate in order to control the fundamental 
and to cancel two low order harmonics: 5th and 7th.  

The considered GA is involved with a population 
of 200 individuals chosen randomly between [0    
pi/2]. Beside, GA control vector parameters is 
taken as: probability of crossover pc=0.75, 
probability of mutation pm=0.06 and generation 
gap is fixed to 10%. 

Based on this involved GA and in the case of 
desired M= 0.9 and M=0.95, both cost functions 
are applied. Table II compares the optimal values 
of switching angles, THDs and calculation times 
using PSO algorithm and the studied GA. The 
considered PSO is involved with a population of 
200 individuals chosen randomly between [0 pi/2]. 
Beside, PSO control vector is taken as : the 
coefficient of inertia of a particle C1=0.689343, 
confidence coefficients that weight the 
conservative behavior C2=1.42694 and 
C3=1.42694. Moreover, the staircase wave of 

Generate initial population 

Find fitness values of each 
individual   

Crossover 

Mutation 
 

Yes 

Sorted individuals to best 
from worse 

New population 

Selection 
 

No 

Keep  10 % 
best individual 

 
 

Tolerance 
reached 

 
End 
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voltage leg appears in Figure.4, spectrums 
corresponding to each cost function are depicted 
in Figure.5, Figure.6 and Figure.7. This procedure 
has been repeated for the modulation index M 
varying between [0.1    1] with step=0.0125. 

An inspection of the THD cost function 
spectrum revels remaining low order harmonics 
5th and 7th. Despite they are of negligible 
amplitude compared to the fundamental one. This 
technique of minimization does not bring the total 
suppression of the 5th and 7th harmonic but rather 
the attenuation of the latter harmonics. For the 
Quadratic cost function, the resolution of the 
equations set is successfully carried out for M=0.9 
and M=0.95, since the 5thand 7th harmonics are 
totally suppressed. 

Figure.8 depicts THD Variation versus 
modulation index M for the THD-cost function 
and highlights the relatively low THD rate for the 
entire range of M for both evolutionary 
algorithms. Figure.9 depicts the cost function 
versus the modulation index M. The Quadratic 
cost function does the double work of solving the 
system when a solution exists, or minimizing the 
latter when a solution does not exist, according to 
the value of M. Therefore, from Figure.9, the 
resolution of the set of equations is successfully 
carried out between M = 0.7 and M=1, since the 
cost function is nearly zero. These results are not 
found for the THD cost function since the latter is 
not concerned with solving the set of equations. 

TABLE.2 Solution Angles with involved GA and PSO 
 

Evolution
ary 

Algorithm 

Cost 
functi

on 

Modul
ation 
Index 
(M) 

α1 
(rad) 

α2 
(rad) 

α3 
(rad) 

THD 
(%) 

 
Calculati
on Time 

(s) 

GA 

THD 

 
0.9 

 
0.2592 

 
0.4820 

 
0.9888 

 
11.07 

 
33.2031 

 
0.95 

 
0.2154 

 
0.4258 

 
0.9536 

 
10.13 

 
45.1250 

Quad
ratic 

 
0.9 

 
0.3056 

 
0.7514 

 
1.1194 

 
19.32 

 
34.1406 

 
0.95 

 
0.2410 

 
0.6489 

 
1.0806 

 
13.94 

 
38.8750 

PSO 

THD 

 
0.9 

 
0.2139     

 
0.4301     

 
0.9559 

 
10.09 

 
4.0468 

 
0.95 

 
0.2116     

 
0.4370     

 
0.9596 

 
9.88 

 
4.0312 

Quad
ratic 

 
0.9 

 
0.3056 

 
0.7514 

 
1.1194 

 
19.32 

 
2.3437 

 
0.95 

 
0.2411 

 
0.6491 

 
1.0807 

 
13.94 

 
2.1875 

 

Figure.4 Output voltage of seven-level NPCMI 
 
 

 
Figure.5 Harmonic Spectra for the THD cost function 

(GA) 

 

Figure.6 Harmonic Spectra for the THD cost function 
(PSO) 

 

 
Figure.7 Harmonic Spectra for the Quadratic cost 

function 
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Figure.8 THD versus modulation index M for the 
THD cost function 

 

Figure.9 Cost function versus modulation index M 
 

6. CONCLUSION 

In this work, GA based minimization is applied 
to compute the switching angles of a Neutral-
Point Clamped Multilevel Inverter. The paper 
successfully demonstrates the validity of both cost 
functions to divert the starting point choice of 
NRM and solve the selective harmonic 
elimination problem. Furthermore, results show 
the effectiveness of the Quadratic cost function to 
solve the set of transcendental non-linear 
equations for a fixed range of modulation index M. 
For the THD cost function, the strong point is the 
relatively low global THD rate for the entire range 
of M. Comparison is done with the PSO algorithm 
in order to confirm the latter results. 
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ABSTRACT 

This paper presents a theoretical stability 
analysis of a DC-DC power converter 
dedicated to distributed power systems to 
explore the non-linear phenomena in this 
converter. The input-output feedback 
linearization approach is based on the exact 
cancellation of the nonlinearity, for this 
reason, this technique is not efficient, 
because system parameters can vary.  

First a nonlinear system modelling is 
derived by using power balance of the input 
and output. Then, a nonlinear control 
scheme was implemented to regulate the 
output voltage and to eliminate the high 
current ripples for the proposed converter. 
Simulation results are obtained using 
Matlab. It shows how the nonlinear law 
provides an efficient control design both for 
parameters variation sensitivity and 
regulation in order to improve the dynamic 
of the system. A detailed bifurcation analysis 
is undertaken. 
Key Words: Bifurcations, Non-linear 
phenomena, Power converters, Parameters 
variation sensitivity, Second-order sliding 
mode control. 
 

1. NOMENCLATURE 

Ve Input voltage VC Capacitor voltage 
Tr Controlled 

switch 
iL Inductor current 

D Diode Vrc Voltage drop 
across rC 

Is Load current Vs Output voltage 

L Inductor α Duty ratio  
C Capacitor T Switching cycle 
R Load 

resistance 
F Switching 

frequency 
rL Equivalent 

series 
resistance of 
L 

rc Equivalent series 
resistance of C 

S Sliding 
surface 

TR Control law 

Vref Reference 
voltage 

iref Reference 
current 

K Positive 
constant 

λ Positive constant 

TReq Equivalent 
control 

TRn Stabilizing 
control 

Hv Sensor gain 
for Vs 

Hi Sensor gain for iL 

v Control law σ Sliding function 
k Entire 

number 
r Degree of S 

 
2. INTRODUCTION 

One of the requirements for the next 
generation of power supplies for distributed 
power systems (DPS) is to achieve high 
power density with high efficiency [1]. In the 
traditional front-end converter based on the 
two-stage approach for high-power three 
phase DPS, the DC- link voltage coming 
from the power factor correction (PFC) stage 
penalizes the second-stage DC-DC converter 
[2]. This DC-DC converter not only has to 
meet the characteristics demanded by the 
load, but also must process energy with high 
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efficiency, high reliability, high power 
density and low cost [3].  

In its simplest terms, the operation of a 
DC-DC converter can be described as an 
orderly repetition of a fixed sequence of 
circuit topologies. The conversion function of 
the converter is determined by the 
constituent topologies and the order in 
which they are repeated. Such toggling 
between circuit topologies is achieved by 
placing switches at suitable positions and 
turning them on and off in such a way that 
the required topological sequence is 
produced [4]. 

Clearly, the absence of a fixed circuit 
configuration poses a serious problem to the 
analysis and modelling of DC-DC converters. 
The major difficulty lies in the fact that the 
manner in which the system operates is 
highly nonlinear [5] – [8]. To date, most 
analytic techniques of modelling and 
analysis of DC-DC converters implement 
different degrees of approximation and 
varying levels of restrictions in order to fit 
them into the framework of conventional 
linear system theory where there is a large 
body of standard theory for the analysis and 
design of linear feedback systems[9] – [11]. 
In general, modelling techniques can be 
continuous, discrete or combination of 
continuous and discrete models. 

In most of the above investigations, 
sampled-data models or maps of the 
converters have been derived, and the 
bifurcation structures have been 
investigated with the discrete models.  

Bifurcation denotes for a change in the 
number of candidate operating conditions of 
a nonlinear system when a parameter is 
quasi-statically varied [12]. The complex 
behaviour associated with bifurcations can 
be understood through bifurcation analysis 
[13] – [16]. Then, sliding mode control (SMC) 
technology is adopted to suppress the input 
disturbance and reduce the effects from the 
load variation. In [17] an improved SMC 
method for a modular multi-level high-
voltage DC converter is presented. It can 
solve the chattering problem that exists in 
conventional SMC on-line. The hysteresis 
modulation SMC is designed in [18] for the 
inherently variable structure of the 
negative-output elementary boost converter 
by using a state-space average based model. 
In [19], the problem of driving stability for a 

hybrid vehicle is discussed. Comparing these 
works with our work, the contribution of this 
paper is to apply a second-order SMC 
(SOSMC) to a power DC-DC converter. 

In order to eliminate the bifurcations and 
steady state error, an SMC control is 
introduced to the exact feedback control law. 
The goal of the first order SMC is to force 
the state trajectories to move along the 
sliding manifold. In the SOSMC, the purpose 
is to move the states along the switching 
surface and to keep its order successive time 
derivatives by using a suitable discontinuous 
control action. In the SOSMC, the time 
derivative of the control input would be 
designed to act on the second order 
derivatives of the sliding variable [20]. 
Hence, the time derivative of the control 
would be used as the control input. The new 
control would be designed as a discontinuous 
signal, but its integral would be continuous 
for the eliminating of the high frequency 
chattering. It is shown via simulation results 
that the SOSMC has high performance both 
in the transient and steady state operations. 
A good control of the output voltage is 
obtained. 

 
3. SYSTEM MODEL DEVELOPMENT 

A power circuit of a high frequency Buck 
DC-DC converter is introduced in figure 1. 
From the detailed analysis of the PWM Buck 
converter presented in [21], we deduce the 
following large-signal continuous-time 
system: 
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where x = [iL, VC]t. 
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Figure.1: A high frequency Buck DC-DC 

converter. 
 

4. DESIGN OF THE FEEDBACK 
CONTROL 

4.1. SMC controller 
The goal is to select a control method 

capable of improving the efficiency of the 
converter, and being less effected by 
component variation which is the main 
objective in this work. The bloc scheme in 
figure 2 gives the configuration of the DC-
DC Buck converter with the SMC law.  The 
analysis of this controller is presented in the 
appendix. 
 

Figure.2: Closed-loop DC-DC Buck converter 
with SMC. 

4.2. Second order sliding mode 
controller 

The objective of the synthesis of a second 
order sliding mode control is to force the 
trajectories of the system (16) to move in a 
finished time on the whole sliding surfaces 
with a defined order r by: 

 

      















 


01rnr S........SSRxS        (2) 

The rth order derivative of S(x) satisfies the 
following equation: 

    R
r T QQxEExS                         (3) 

 

where the matrices EE(x) and QQ(x), are the 
derivatives of the smooth functions in (23). 
The rth order sliding mode control of system 
(16) with respect to the sliding variable S(x) 
can be expressed as [22]: 
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where 1 ≤ i ≤ r − 1, and [z1 z2 … zr]t = [S(x)   
Ṡ(x) … Sr−1(x)]t. By taking the first order 
time derivative of (23), we obtain:   
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Finally, the new control law is given by: 

         RR T,xEE Q T 1


                          (6) 

Now, with z as the state variable, and from 
[23], the rth order sliding mode control for 
system (16) can be written as: 
 

       
 

     
















t,zfT zQQzEEz

t,zfzz

rRnnr

iii



1           (7) 

 
where       RT zQQzEEt,zf   , which are 
the uncertain parts of the matrices EE(z) 
and QQ(z), and    zQQ  ,zEE nn are the nominal 
parts of matrices EE(z) and QQ(z) 
respectively. Assuming y1 = S(z) and y2 = Ṡ 
(z), the system dynamics can be written as 
[24] 
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where        t,zfT zQQzEET,z RnnR


  , v = 
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RT and    zQQz n . Thus, the new control 
input of the system (8) to be determined 
becomes v. The sliding function for system 
(8) is considered as: 
 

      12 y Ky                           (9) 
 
The derivative of (9) is obtained as: 

 
        


 12 y Ky                      (10) 

 
Now, we consider the sliding surface 
suggested by [23] 
 

           0nn zzzS                        (11) 
where zn(0) is the initial condition of the 
system. The time derivative of (11) is: 
 

         t,zfT zQQzEE  zzS Rnnn 


  (12) 
 
and consequently: 

         t,zf TzQQT zQQzEEzS RnRnn


  (13) 
from equations (10), (12), and (13) we can 
obtain: 
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The new control law becomes: 
 

           



















  zKT,z zv R  1       (15) 

 
5. SIMULATION RESULTS 

 Figure 3 shows the steady-state 
waveforms of the closed-loop system with Ve 
= 23, 26, and 40V, respectively. The two-
dimensional projections of the phase 
portraits on the iL-VC plane corresponding 
to these three cases are also shown. They 
demonstrate clearly the period-1, period-2, 
and chaotic orbits. The power spectrum 
density for each of these cases is also shown. 
The power spectrum of the response in the 
chaotic region is wide band, unlike that of 
the period-one solution, which is 

characterized by a fundamental at the 
switching frequency and its higher 
harmonics. Thus, the higher the controller 
gain and hence the higher the loop gain, the 
more likely the instability will occur on the 
fast scale. 

The SOSMC is verified by detailed using 
MATLAB. A PWM DC-DC model is 
developed to simulate a switch-on and 
change load transient conditions, with the 
control scheme in figure 2.  

From figure 4 (a), we show that the SMC 
controller ensures finite time convergence of 
the system states. However, the high 
frequency chattering is always present. In 
figure 4 (b), the undesired chattering in the 
current and voltage signal was removed. The 
dynamic performance of the designed 
AHOSMC controller is found to be 
satisfactory compared to that obtained with 
the conventional SMC. 
 

6. CONCLUSION 

In this paper a nonlinear model was 
derived for a high frequency Buck DC-DC 
converter. The nonlinear model was used to 
study the stability of this converter. 
Bifurcation diagrams were generated to 
study the total behavior of the system as one 
of its parameters varies.  

Next, to improve the performances of our 
system, we have introduced a sliding mode 
controller. The results show that the SMC 
control has fast dynamic response to 
external disturbances. This technique of 
control can reduce and sometimes eliminate 
the effect of load and component variation 
(bifurcations).  

Moreover, a robust model reference 
SOSMC is designed. The advantage of the 
SOSMC is translated by the reduction of 
chattering.  The proposed control scheme 
gives satisfactory simulation results.  

It is shown through simulation results 
that the SOSMC can reduce the internal 
oscillations, and the performance of the high 
frequency Buck DC-DC converter based on 
SOSMC scheme is better than the ones 
based on classical SMC scheme. 
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system is described by the following state-
space equations [24]: 
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where the matrices F and G are given by: 
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and S(x) is the measured output function 
known as the sliding variable. The general 
form of S(x) is given as follows [25]:  

   xe
dt
dxS

r

x

1







                      (18) 

 
It is the first convergence condition which 
permits dynamic system to converge towards 
the sliding surfaces. It is a question of 
formulating a positive scalar function V(x) > 
0 for the system states variables which are 
defined by the following Lyapunov function 
[27]: 

     xSxSxV T

2
1

                             (19) 
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xSxSxV T                    (20) 
 
Now, we define 

        tTtTSsigntT
neq RRR  1

2
1         (21) 

 
where TReq(t) and TRn(t) represent the 
equivalent control [25] and the nonlinear 
switching control and: 
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The sliding surfaces are given by the 
following expression: 
 

    LiréfsvréfLs iHiVHVieVeS       (22) 
 
and consequently, their derivatives are given 
by: 
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  .               

Finally, the control law is given by: 
           S sign KxE Q TR  1               (24) 

 
TABLE. I. Parameters of the Buck DC-

DC converter [28] 
Input voltage (V)       15 ÷ 50  
Switching frequency (Hz)      2.5 * 103 
Inductance (H)      20 * 10-3  
Output capacitor (µF)      47  
rL (Ω)      0.022  
rC (Ω)      0.022  
Load resistance (Ω)      12 ÷ 35  
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ABSTRACT 

The objective of this study is to find a valid 
simulation model of the operating 
temperature of the mono-Si PV modules 
installed in areas with a hot desert climate 
such as Adrar, this temperature influences 
the efficiency of the PV conversion, and that 
depends on ambient temperature, solar 
irradiation and wind speed. The choice of the 
thermal model potentially influences the 
results of the simulation and the modeling of 
the PV performance. In this analysis, we 
adjusted and assessed four thermal models 
already existing in the literature to the 
measurements made in this region. The 
measured data of weather, power output (DC 
et AC) and PV module temperature are 
collected from the monitoring system of 1.75 
kWp PV plant installed and connected to the 
local electrical network. The resulting model 
providing the best fit to the measured data 
with RMSE of 2.46% and R2 of 0.973. This 
model can be used for the prediction of the 
temperature of the PV module, and as a valid 
model in the simulation software with 
different types of climate. This contribution 
aims to provide validated thermal models for 
simulation and prediction better adapted to 
local conditions in Adrar. 
Key Words: Hot desert climate, operating 
temperature, PV module, Simulation and 
prediction, validation.  

 
1. INTRODUCTION 

The operation performance of a PV station 
is influenced by several factors, and 
especially the conversion efficiency of the PV 
module, which can be affected by different PV 
technology [1], by different tilt angle of PV 
array [2], by accumulation of dust on the 
photovoltaic panels [3], by partial shading on 
PV module [4], and by variation of 
meteorological conditions [5]. but the factor 
which has important influence on the 
efficiency is PV module temperature, in this 
raison, the many work of research are 
interested to develop the thermal model to 
estimate the PV module temperature [6], 
which are based on the explicit and implicit 
correlations between the PV module 
temperature and the weather parameters [7]. 

This paper presents the evaluation and the 
validation of operating PV temperature 
models found in the literature, based on 
weather and module temperature data 
monitoring of grid connected PV station, 
which installed in region with a hot desert 
climate such as Saharian of Algeria (Adrar). 
The selection of thermal model is based on 
best fit to the measured data with the 
comparison of the fit coefficients (R2, RMSE. 
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2. METHODS AND MATERIALS 

Details of location, PV system and monitoring 

tools 

The 1.75 kWp grid-connected PV systems 
mounted on the roof of unit research in 
renewable energy in southwest of Algeria 
(Adrar). This region is characterized by low 
humidity rate, high solar insolation potential 
and high ambient temperature in the 
summer, which is classified as hot desert 
climate BWh according to climate 
classification of Köppen [8]. The PV station 
comprises a PV array of 1.75 kWp, which is 
composed of 10 SHARP (NT-R5E3E) mono-
crystalline silicon PV modules connected in 
series (see Fig. 1), this PV array feed the 
FRONIUS IG 15 PV inverter. The details of 
PV module and array are shown in Table I. 

 
Fig. 1. The 1.75 kW of PV array installed in the roof of 
URERMS, Adrar. 

TABLE. I. 
PV modules and array specifications 

PV module/array Specification 

Type 
Module efficiency 
Maximum power (Pmax)  
Maximum power voltage (Vpm)  
Maximum power current (Ipm)  
Open circuit voltage (Voc)            
Short circuit current (Isc)    
Output power tolerance                                               
Maximum system voltage (Vdc)      
Temperature coefficient of Pmax 
Module area 
No. of modules 
NOCT                                                                                            

Mono-crystalline silicon 
13.5% 
175 W 
35.4 V 
4.95 A 
44.4 V 
5.4 A 
-5% / +10% 
1000 V 
-0.485 %/C° 
1.3 m² 
10 
47.5 C° 

Fig. 2 show the PV inverter, electric 
meters, DC and AC sensors of voltage and 
current and breakers installed in electrical 
cabinet. Table II presents the technical 
characteristics of the FRONIUS IG inverter. 

 
Fig. 2. View of PV Inverter, conditioning circuits, electric 
meters and circuit breakers  

TABLE. II. 
Fronius IG 15 inverter specifications 

Inverter Specification 

Maximum dc power  
Maximum dc voltage  
PV – voltage range at MPPT   
Maximum dc current  
Maximum ac power 
Nominal ac power 
Nominal ac voltage            
Nominal ac current    
Maximum Efficiency 
Euro-efficiency 
Admissible ambient 
temperature  

2000 W 
500 V 
150 – 400 V 
10.75 A 
1500 W 
1300 W 
230 V / 50 Hz 
5.7 A 
94.2% 
91.4% 
-20 – 50 C° 

The data measurements are recorded on 1 
min intervals and collected from the 
monitoring system over a two-year period, 
starting from 2014. The measurements of in-
plan solar irradiance, module temperature, 
outputs DC\AC voltage and current are 
performed by the Fluke Hydra 2635A data 
logger, and the weather station New Energy 
Algeria (NEAL) is utilized for the 
measurement of ambient temperature, wind 
speed, global horizontal irradiance, diffuse 
horizontal irradiance and direct normal 
irradiance, which stored with intervals of 1 
min. On the left of Fig. 3, presents the 
pyranometer sensor mounted in-plan of PV 
array, and right of Fig. 3, shows the module 
temperature sensor installed on back of PV 
array. 

 
Fig. 3. View of pyranometer, module and ambient temperature 
sensors disposed on PV array. 
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Methodology 

Several works of research interested to the 
study and modeling of PV solar module 
operating temperature [9] [10] [11] [7] 
because it is one of the key factors that affect 
its conversion efficiency and it is strongly 
affected by the surrounding conditions, so we 
have validated thermal modeling quads to 
the data collected by the module temperature 
sensor. The mathematical models developed 
in this work were obtained from the models 
existing in literature and adjust to the 
experimental data of the temperature of the 
PV module. The equation used for each 
mathematical model was chosen from among 
several possibilities available in the "Origin 
Lab" software that best corresponds to the 
experimental data. 

 
Fig. 4. Evolution of the climatic parameters during the PV 
station operation over the eight days with clear sky. 

The coefficients of these thermal models 
are determined experimentally by using 
linear regression, we used the measured data 
of eight days with clear sky and without 
defects, including two days of each season of 
the year 2015 which are indicated on the 
Table III and the evolution of the climatic 
parameters of these days is presented in Fig. 

4. These data are used to simulate the 
healthy operation of the PV system. 

TABLE. III. 
Selected days with clear sky and without defects to 

simulate the case of the functioning of pv system 

Season Winter Spring Summer Fall 

Days 01/01/2015 
14/02/2015 

20/04/2015 
04/05/2015 

30/06/2015 
27/07/20015 

05/10/2015 
12/11/2015 

The input parameters of the PV module 
thermal model are GI radiation, Tam 
ambient temperature, and WS wind speed. 
The mathematical model function, the 
reference of the corresponding original works, 
and the linear adjustment coefficients (R2, 
RMSE) are listed in Table IV. The thermal 
model providing the lower root mean square 
errors (RMSE) and higher coefficient of 
determination (R2) is selected for the final 
model validation. 

TABLE. IV. 
PV module temperature models to validate 

3. RESULTS AND DISCUSSIONS 

The thermal models are however modified 
for a better correlation to the measurements, 
the determined coefficients of the thermal 
models and the fit coefficients (R2, RMSE) are 
listed in Table V. The fit curves of the thermal 
models Tmxx to the measured temperature 
Tm.mes of PV module are presented in Fig. 5. 
In model Tm14 function, the PV conversion 
efficiency (nc) is used. 

TABLE. V. 
Validate determination of the coefficients of thermal 

model for pv module 

 

Model Mathematical function Reference 
Tm11 Tam+a* GI+b*WS+c [11] 
Tm12 a*Tam+b*GI*(c+exp(d.-e*WS)) [12] 
Tm13 a*Tam+b*GI-c*WS-d [13] 
Tm14 a*Tam+(b+c*Tam+d*GI*(1-nc))/(e+f*WS) [9] 

MODEL MATHEMATICAL FUNCTION R2 RMSE 

TM11 1,017*[0,023* GI+TAM-
1,46*WS+1.88]-1,441 0.961 2.99% 

TM12 1.034*[TAM+GI*(0.003+EXP(-
3.7-0.09*WS))-2.5]-1.473 0.973 2.47% 

TM13 1.022*[1.04*TAM+0.021*GI-
0.9*WS-6*0.135]-0.856 0.969 2.65% 

TM14 1,017*[TAM-3+(1,3*TAM+GI*(1-
0,135))/(35+1,7*WS)]-1,336 0.973 2.46% 
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Fig. 5. Measured temperature Tm.mes of PV module and fit 
curves of the thermal models Tmxx. 
 

The comparison between the thermal 
models is based on R2 and RMSE. The Tm14 
model is based on the Schott model, provides 
the highest R2 and the lowest RMSE. The fit 
of Tm12 model based on the "Sandia" model 
also gives a better fit in terms of R2 and 
RMSE compared to Tm11 and Tm13 which 
are based on the Risser and Duffie models 
respectively. From the data presented in 
Table 8, the R2 and RMSE values for the four 
models are better than those already found by 
[9]. 

The evolution curves of the temperature 
models Tmxx with respect to the measured 
temperature Tm.mes are presented in Fig. 6. 
The four thermal models of Tmxx used for the 
prediction of the temperature of the PV 
module have a good correlation with the 
measured data, and that can be used as a 
valid model in the simulation software. The 
objective of this analysis is to offer validated 
thermal models for photovoltaic modules 
deployed in the Adrar region. 

 
Fig. 6. Curves of the temperature models Tmxx compared to 
the measured temperature of PV module. 
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4. CONCLUSION 

The PV module temperature is key factor, 
which has big influence on the efficiency of 
the PV conversion, In this work, we were 
interested to find a valid model of the 
operating temperature of mono-Si PV module 
for a grid connected PV station, which 
installed in hot desert climate region such as 
south west of Algeria (Adrar), we used the 
four thermal models found in the literature to 
estimate temperature of PV module, the 
ambient temperature, the incident irradiance 
and the wind speed are input variable for 
these thermal models. The selected thermal 
model is based on the comparison of the fit 
coefficients (R2, RMSE). The Tm14 model was 
chosen, which is based on the Schott model, 
gave a lower RMSE of 2.46% and higher R2 of 
0.973. The obtained model can be used in the 
simulation and prediction software of the 
operating temperature of the PV module. 
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ABSTRACT 

In this work, we proposed a new 

structure of an optical channel on 2D 

photonic ring resonator. We studied three 

kinds of hydrogen liquids at resonance, such 

Hydrogen (H2), Hydrogen cyanide (HCN) 

and Hydrogen disulfide (H2S).The structure 

is composed of dielectric rods immersed in 

air. Also, we presented as numerical results 

of the band gap (TE & TM) by using plane 

wave expansion method (PWE). The electric 

field distribution of the each hydrogen 

liquids at the resonance, the meshing 

structure, the repartition of the refractive 

index and the total energy density (TED) are 

extracted by using the finite element method 

(FEM) with the help of COMSOL software. 

At different wavelength, we had different 

resonance and this due to refractive index of 

hydrogen liquids used of H2, HCN and H2S: 

1.1096, 1.26136 and 1.460 respectively. Only 

the radius (r) of the rods and the lattice 

constant (a) are fixed at 205.625nm and 

0.875µm respectively.  

 

Key Words: Hydrogen liquids, Photonic 

crystals, Ring resonators. 

 

1. INTRODUCTION 

      Hydrogen is the most plentiful element 

in the universe [1] and promising 

sustainable, secure, and clean alternative 

energy carrier as the environmental 

pollution and depletion of fossil fuels become 

more and more serious [2]. Hydrogen is an 

energy carrier that has the following 

properties: similar to electricity [3,4], flexible 

and scalable, high energy capacity [5], and 

can be used in fuel cell form green hydrogen 

to produce energy and heat cleanly and 

efficiently in a wide range of power 

generation and transportation in portable 

and stationary applications [5].  

          Currently, in order to be able to 

produce hydrogen, the solution is to steam-

reform fossil fuels such as coal and natural 

gas [6]. In return, the main disadvantage of 

its fossil fuels is global warming. , 

environmental pollution and because of the 

latter, it is necessary to produce hydrogen 

from renewable sources such as biomass 

(agricultural wastes, municipal wastes, 

algae etc.), biogas, renewable energy (wind 

and solar etrc.), nuclear energy [1]. 

 
This paper aims to use hydrogen in the 

form of three form liquids which are H2, 

HCN and H2S for detection in the field of 
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optics and photonics and more particularly 

in photonic crystal-based structures. 

 

Since 1987, a new study and research 

has been created for optical and physical 

researchers in photonic crystals [7].Photonic 

crystals have a special wavelength 

(frequency) range in which the propagation 

of optical waves inside theses artificial 

structures is forbidden. This special range is 

called photonic band gap (PBG) [8, 9]. Basis 

of photonic crystals based on internal change 

in refractive index to more or less within a 

crystal [10].Due to the remarkable 

importance of the PBG, many applications of 

photonic crystals depend on their PBG’s 

proprieties [11, 12]. 

By creating unrighteousness (point 

line) in a periodic structure different optical 

devices based on PCs can be developed, they 

include, optical filters [13], optical 

converters [14], optical switches [15], optical 

waveguides [16], ring resonators [17], optical 

power dividers [18] optical sensors [19].  We 

created a ring shape inside the photonic 

crystals.  

Over the last decades, a group of 

researchers such David, Abrishamian, 

Mehdizadeh et al, studied the effect of 

several parameters such as refractive index 

of dielectric rods and so on…which are 

important parameters for tuning the filter 

[7]. In our work, we will study three 

hydrogen liquids of H2, HCN and H2S with 

refractive index of 1.1096, 1.26136 and 1.460 

respectively in 2D photonic crystal ring 

resonator by using finite element method 

(FEM). 

 

2. DESIGN AND PROEDURE 

Two numerical methods are used to 

extract the photonic band gap (PBG), the 

electric field distribution at resonance and 

the total energy density for different 

hydrogen liquids (H2, HCN and H2S) by 

using plane wave expansion method (PWE), 

finite element method (FEM) and designed 

by COMSOL software. In this work, we have 

used a ring resonator with two waveguides 

to design an optical filter; one guide is 

horizontal bus, created by removing a 

complete row of dielectric rods in the Γ-M 

direction and the second is perpendicular 

output waveguide created by removing some 

rods in the M-X direction figure.3.  

 

 
Figure.1: Hydrogen, hydrogen cyanide and 

hydrogen sulfide 

The structure is a two dimensional photonic 

crystal composed of  31X24 square lattice of 

dielectric rods immersed in air.The 

refractive index of the rods is taken to be 

3.46 and for the air background is 1 with 

lattice constant a=0.875μm.. The radius of 

rods of perfect PC (with no defects) is 

r=0.235a. 

By solving Maxwell’s Equations, we 

studied electromagnetic wave propagation in 

a photonic crystal structure where following 

form for magnetic field is given by [12, 20]:   

 

         (1) 

                 

c is the speed of light in vacuum, ω is the 

angular frequency,  and ε(r) is the relative 

permittivity of material. (xy) plane represent 

the light propagation of the square lattice 

structure. The PBGs of the Phc with 

aforementioned values is depicted in 

figure.2. In the next part of work, the 

simulations are adapted to our structure of 

an optical channel drop filter based on 2D 

photonic crystal ring resonator. 
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Figure.2: The band structure of TE & TM for the 

proposed structure 

Figure.2, displays four PBGs, one for TE 

mode (purple zone) and three for TM mode 

(brown zone). The TE PBGs range ‘a/λ’ goes 

for the largest TM PBG from 0.2582 to 

0.3731 and the medium PBG from 0.4898 to 

0.5446 and the smallest PBG from 0.8363 to 

0.8718. The TE PBGs have one range ‘a/λ’ 

that goes from 0.7241 to 0.7322. We took the 

largest PBG in TM mode which is large 

enough for covering the sufficient 

wavelengths for optical communication 

applications. In order to have maximum 

compatibility with optical communication 

ranges, we took a= 875nm where the study 

will be in 2345nm<λ<3388nm range in TM 

mode.   

 

As explained above, to realize the proposed 

filter in a fundamental platform, we 

removed a complete row of dielectric rods in 

the Γ-M direction, and some rods in the M-X 

direction we created the bus waveguide and 

the output waveguide respectively. Next step 

is creating resonant ring between bus 

waveguide and the output waveguide, first 

we removed from a 9X9 array of dielectric 

rods at the appropriate place some rods for 

creating a ring shape. This shape is created 

by 16-fold quasi crystal which is quasi-

periodic structure and composed of one 

central air pore as core rod. The radius of 

the ring form is the same as the radius of all 

other rods in the initial Pc structure. The 

final schematic diagram of the proposed 

filter is depicted in Figure.2. 

 

 
Figure. 3:  The final sketch of our structure 

 

From our design structure, we have got 

three ports: The port of entry: port (1), the 

output waveguide: port (2) and also called 

forward transmission terminal and the port 

(3) of waveguide is denoted as forward 

dropping (see Figure.3). 

The path that takes the optical waves 

in the structure is from the entrance of the 

port (1) to the output of the port (2), but it 

turns out that for a desired wavelength the 

optical wavelengths drop to drop waveguide 

through the resonant ring and travel toward 

port (3).  

The frame shape surrounding the ring 

has the same radius and refractive index as 

the initial structure.  Also, the refractive 

index of the ring inside the resonator has 

been changed for different hydrogen liquids 

such as H2, HCN and H2S. The refractive 

index rods changed are labelled with red 

circle as shown in figure.3. 

 

 
Figure. 4: The distribution of the refractive index 

in the proposed structure 
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Figure. 5: The proposed structure with mesh 

 

 

 
 

 

 
 

 
 

Figure.6 : The field distribution for different 

refractive index of:  H2, HCN, and H2S at 

different resonance wavelengths. 
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Figure7: Total Energy Density for different 

refractive index of:  H2, HCN, and H2S at 

different resonance wavelengths. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. SIMULAION AND RESULTS  

     We were able to extract our numerical 

results thanks to the finite element method 

which is the basis of COMSOL software [21]. 

In this study, we show the distribution of the 

refractive index in the whole of structure. 

Then,   the electric field distribution and the 

total energy density for different refractive 

index of hydrogen liquid such as:  Hydrogen 

(H2), Hydrogen Cyanide (HCN), and 

Hydrogen sulfide (H2S) at different 

resonance wavelengths. Besides, the total 

Energy density versus line cross section for 

H2, HCN and H2S and finally, by displaying 

the total energy density versus the refractive 

index of: H2, HCN and H2S.  This whole 

study is in a two-dimensional square lattice 

structure based on photonic crystals and the 

plane of propagation of the electromagnetic 

wave is (xz). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4 shows the distribution of the 

refractive index along the structure for 

different materials used in this study such 

as, Air with its index of 1 and silicon of 3.46 

as well as the three hydrogen liquids such as 

Figure. 8: Total Energy Density for different refractive index of: Hydrogen (H2), Hydrogen 

Cyanide (HCN) and Hydrogen sulfide (H2S) 
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H2, HCN and H2S with indices of 1.109, 

1.26136 and 1.460 respectively. In addition, 

Figure. 5 gives us an overview of the mesh of 

the proposed structure. 

 

Figure.6 and Figure.7 show the 

propagation of the electric field and the total 

energy density for different hydrogen liquids 

(H2, HCN and H2S) at the resonant 

wavelengths which are 2441.2nm, 2688.6nm 

and 2783.78nm, respectively. 

 

 

 

 

 
 
Figure. 9: The Total Energy Density versus 

refractive index of:  H2, HCN and H2S 

 

From figure.8, it can be seen that the total 

energy density reaches its maximum for 

hydrogen (H2) at 2.87 * 10-20 (J/m3) with a 

refractive index of 1.1096 as well as for 

hydrogen cyanide (HCN), and Hydrogen 

sulfide (H2S) their maximum is 1.52 * 10-24, 

1.74 * 10-24 for a refractive index of 1.26136, 

1.460 respectively. Also, we can see that 

there is a strong energy shift of 104 J / m3 

between hydrogen (H2) and the two other 

hydrogen’s which are closer to each other, 

which means that the total energy density of 

Hydrogen is more important than HCN and 

H2S. So, the last figure.9 summarizes our 

work by noting that liquid hydrogen is more 

present in terms of energy density for a low 

refractive index compared to hydrogen 

cyanide (HCN) and hydrogen sulfide (H2S). 

 

4. CONCUSION 

First, we proposed a channel drop filter 

(CDF) based on a photonic crystal ring 

resonator. Using the PWE plane wave 

expansion method, we were able to extract 

the band diagram for the TE and TM mode 

using MATLAB. COMSOL software has 

been used to simulate the propagation of the 

signal at different resonance wavelengths for 

the three liquids hydrogen’s (H2, HCN and 

H2S). In addition, we have succeeded in 

presenting the distribution of the refractive 

index along the structure with the mesh that 

suits it. Also, a representation of the total 

energy density for different refractive 

indices of hydrogen liquids such as:  

hydrogen (H2), hydrogen cyanide (HCN) and 

hydrogen sulfide (H2S). And finally, as 

summary we depicted the total energy 

density versus the refractive index of liquids 

hydrogen in order to show the utility and 

influence of the refractive index parameter 

'n' on each material uses and that can infect 

the resonance wavelength. The three 

hydrogen materials are used in liquid phase 

on nano-photonic structures as sensors for 

applications in the fields of astronautic, 

industry, environment and health. 
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Abstract — This paper presents a maximum power point 
tracking (MPPT) technique, based on an artificial neural 
network (ANN) with irradiation and temperature as inputs. 
Compared to the perturbation and observation (P&O) method 
for slow and rapid variations in solar radiation, and under partial 
shading conditions. Bias a system compound of a Photovoltaic 
(PV) module and DC-DC Buck-Boost converter. the system is 
simulated using Matlab Simulink and Simpower and the results 
presented shows the effectiveness of ANN method under slow 
and fast changing of insolation conditions. Also shows the 
failure of the two MPPT techniques under non-uniform shading 
conditions.  

Index Terms — Artificial neural network (ANN), P&O, 
MPPT, partial shading, local maximum power point, global 
maximum power point.  

 
I. INTRODUCTION 

olar energy converted to electricity bias photovoltaic 
systems has a negligible running cost. On the 

otherside, a high installation cost [1]. Photovoltaics (PV) 
are the most suitable economically for the energy need in 
the future in urban and rural areas, where the electrical 
network is remote [2]. 
On the other hand, PV energy has a big problem of 
reduction in power production. Due to many factors, the 
most significant ones are the intermittence of the 
irradiation, MPP, mismatch and shadowing [1]. These 
losses reverberate on the amount and quality of electricity 
produced. To reduce these effects on the efficiency of PV 
systems, studies proposed many maximum power point 
tracking (MPPT) techniques forcing the PV module to 
work at its MPP, therefore, extracting the maximum 
power that could be produced by the PV module. 

We can distinguish MPPTs by their complexity, 
precision, speed, technology, cost and popularity [3]. In 
the absence of shading effects, tracking the MPP is 
insured by the MPPT, the swiftness of the MPPT in fast 
changing insolation conditions is relative to the technique 
in use. 

 First Author is with the Laboratory of Electrical and Industrial 
Systems, USTHB, PO.Box. 32, Bab-Ezzouar, Algiers, Phone: 213-
212017669, URL: http://www.lsei.usthb.dz, Email: 
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213-24217912 (Ext. 804), Fax: 213-21207664, URL: 
http://www.lins.usthb.dz, Email: boukhelifa.a@gmail.com.  

In the presence of partial shading most of these 
techniques fail to track the global maximum power point 
(GMPP), owing to the presence of multiple peaks, by 
getting trapped in a local peak (LMPP) instead of the 
GMPP. Pushing the PV module to work abroad its 
maximum power. 

MPPTs are classified into three types according to the 
technique in use, indirect: current/voltage-based methods, 
Look-up tables method, curve fitting method... Direct: 
Perturb & Observe, Incremental Conductance, Particle 
Swarm Optimization (PSO) based method... Artificial 
Intelligence (AI) based methods: Artificial Neural 
Network (ANN), fuzzy logic, Fibonacci Line Search 
(FLS), Genetic algorithms... [4]. 

P&O is the most renowned method. This algorithm is 
based on perturbing the control variable, and by collecting 
the output power and comparing it with the previous one, 
it decides in which way is going to be the next 
perturbation. In this way this technique reaches the MPP 
and continues to oscillate around it. However, P&O owns 
some drawbacks considering oscillations when reaching 
MPP and when insolation rapidly changes [3]. On the 
other side, MPPTs based on AI have attracted 
considerable attention of researchers due to the flexibility 
and robustness of the solution, taking example of artificial 
neural network. The idea of artificial neural network was 
developed in 1943, by Warren S. McCulloch and Walter 
H.Pitts, [5]. Inspired by the behavior of nervous activity 
(biological neural networks) submitting to the law of all-
ornone. So, the neural events and relations among them 
can be treated by propositional logic. In the past 20 years, 
ANN was applied to develop software applications for 
different fields, to build predictive models of the process 
from routinely collected multidimensional database [6]. 

Various MPPT techniques based on ANN are found in 
literature, using different aproachs, like predicting the 
open circuit voltage [7], generating the duty cycle by 
measuring irradiation and temperature using the capacity 
of training [8], or by measuring the voltage and the 
current of PV module output to get the GMPP for a 
vehicle application [9]. 

This paper addresses a comparison between P&O 
algorithm and ANN based MPPT method, that provides 
the reference voltage from inputs insolation and 
temperature. Generating via a Buck-Boost converter, 

Comparison Between ANN Based MPPT and 
P&O Under Fast and Slow Changing 

Atmospheric Conditions and Partial Shading 
ABIDAT Redouane and BOUKHELIFA Akkila 
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under uniform insolation with fast and slow variation 
conditions, and under partial shading conditions. Matlab 
is used to simulate the system and the results are discussed 
in the end of the paper.  

II. MODELLING SOLAR CELL 
A PV cell is basically a diode that behaves as a current 

source when exposed to light. This current is produced by 
collecting and transporting the free charge carriers 
generated during the absorption of light. We can assemble 
cells in series and/or in parallel to get a module with 
desired current and voltage [1]. 

The standard five parameters model or single diode 
model [10], presented by the equivalent circuit in Fig.1, is 
the commonly used model. 

 

Fig. 1. Equivalent circuit of the single diode model 

 
From this equivalent circuit, the equation of the output 

current is deducted and given by the equations (1) and (2); 

 
where, IPh is photo-generated current. Id, reverse 

saturation current of the cell. VT = nKT/q, thermal 
voltage. RS, series resistance. RP, parallel resistance. Are 
the five parameters representing I-V characteristic of the 
single diode model. 

 
Where, IPh,ref, is photo-generated current at STC. α, 

current temperature coefficient. T and Tref are operating 
temperature and STC temperature respectively. G and 
Gref, operating irradiation and STC irradiation 
respectively. Id,ref, reverse saturation current of the cell at 
STC. Eg, gap energy. 

When a module is under partial shading conditions, the 
shaded cells deliver less current than the illuminated ones, 
and forced to operate in reverse bias to compensate the 
difference as presented in Fig.2. So, it leads to a power 
dissipation by heat and hence hotspot occurs and leads to 
cell destruction [16]. That is why bypass diodes are 
connected in anti-parallel with a string of few cell to 
isolate them when shaded, and prevent the hotspot effect 

from destructing the cell. 

The phenomenon manifesting in the partial shading 
conditions called the reverse breakdown voltage, in the 
absence of bypass diodes, is not taken into consideration 
in the previous model. Adding the extension term from the 
Bishop‘s model to introduce diode breakdown at high 
negative voltages [17]. So, equation (2) becomes, 

 

 

Fig. 2. I-V characteristic of module under partial shading 
 

VBr is breakdown voltage. 

Other works presented more accurate models presented 
by adding a second diode representing the recombination 
of charge carriers in the semiconductor [11, 14]. Or even 
three diodes to consider more effects was proposed in 
[15]. 

III. P&O 
P&O algorithm, presented by the organigramme in 

Fig.3, operates by periodically incrementing or 
decrementing voltage of PV. By increasing (decreasing) 
the operating voltage, power increases (decreases) when 
operating on the left side of MPP, and decreases 
(increases) when operating on the right side. According to 
comparison between the operating power point and the 
previous one, the algorithm keeps or changes the direction 
of the perturbation as explained in TABLE I. This process 
is repeated until the MPP is reached when the condition 
dP/dV= 0 is accomplished [18]. This slope can be 
calculated by the consecutive output current and voltage 
expressed as follow. 

 
The major problem of P&O algorithm is keeping 

oscillating around the MPP when reached. A solution is to 
reduce the step size of perturbation to minimize the 
oscillations. However, it leads to slowing down the 
algorithm when there is a variation of insolation to reach 
the new MPP. 
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TABLE.I. 

Summary of P&O algorithm. 

 
The major problem of P&O algorithm is keeping 

oscillating around the MPP when reached. A solution is to 
reduce the step size of perturbation to minimize the 
oscillations. However, it leads to slowing down the 
algorithm when there is a variation of insolation to reach 
the new MPP. 

The other big problem is under fast changing of the 
incoming irradiance, distorting the algorithm to go in the 
opposite direction of the MPP. To rectify this problem, 
after every respective two steps in the same direction a 
change in direction is applied. So, if the algorithm is 
blinded by sudden atmospheric variations, failure is 
spotted. This operation called three points comparison, 
will correct its direction [19], [20]. 

 
Fig. 3. Flow diagram of P&O algorithm 

IV. ANN 
ANN is a computational model imitating the biological 

neural network. A neuron is processing mechanism that 
weights the inputs then elaborate the sum using activation 
function (AF), then forward the result to next neurons. 
The model of common neurons is presented by the 
following relationship [3], [9], 

 
Where z is the argument of AF, x1…xM are the M 

incoming signals, ω1…ωM are related synapsis weights 

 
Fig. 4. Diagram of Neural Network architecture 

For this paper, the ANN based MPPT method is based 
on a feed-forward backpropagation Levenberg-Marquardt 
algorithm. Compound of three layers, the first constituted 
of two inputs, irradiance and temperature. The second is a 
hidden layer of twenty neurons using tangent sigmoid as 
activation function to produce hidden layer outputs. The 
third is the output layer with a linear activation function to 
provide reference voltage as output of the network, as 
resumed in Fig.4. This network architecture came down 
by trial and error, since there is no rule to designate a 
precise architecture [18], [21], [22]. 

The network training procedure is based on a range of 
irradiance between 50-1000 W/m2 with a step of 50 
W/m2, and temperature 0o-90oC with a step of 10oC. 
During training the weights are adjusted by the back-
propagation learning rules to minimize MSE (mean square 
error) function. After training, network should correctly 
estimate outputs even from inputs not presented in 
training data set. 

V. ANALYSIS AND DISCUSSION OF SIMULATION RESULTS 
 

 
       a.                                                 b. 

Fig. 5. Variation insolation profils a. slow variation b. fast 
variation 
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Fig. 6. Partial shading condition 

Fig. 7. P&O characteristics for (a). Slow changing condition 

Fig.8. ANN characteristics for (a). Slow changing condition   
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(b). Fast changing condition (c). Partial shading condition Fast 

(b).  changing condition (c). Partial shading condition 

Fig.9. Voltage-current and Voltage-Power curves for slow 
changing condition (a). ANN (b). P&O and fast changing 
condition (c). ANN (d). P&O 

 

For the simulation, the PV module chosen produces 
100WC under STC conditions with VMPP = 18.0V and 
IMPP=5.61A, VOC= 21.7V and ISC= 5.9A. 

To simulate the system, three insolation profiles 
characterizing three frequent types of irradiation 
variations are applied. 

A. Slow changing insolation 
To simulate the system under slow irradiation 

condition, the signal presented in Fig.5.a. is applied to 
module input with constant temperature equal to 25oC. 
The response of the module is presented in Fig.7.(a) for 
the P&O method, and Fig.8.(a) for ANN method. As seen, 
P&O algorithm follows the insolation variation presenting 
oscillations which increases with the increasing of 
irradiation Fig9.(b). ANN method follows the insolation 
with no oscillations Fig9.(a). 

B. Fast changing insolation 
The fast variation in irradiation is presented in the 

Fig.5.b. P&O algorithm follows the irradiation profile 
with a small delay in presence of oscillations observed in 
Fig9.(d). Regarding ANN method, which instantly pursue 
the changing in insolation Fig9.(c). 

C. Partial shading condition 
The profile used to simulate the non-uniform shading 

patterns are presented in Fig.6. By applying for different 
group cells, different irradiation. the present module 
composed of 36 cells, and a bypass diode for a group of 
12 cells, 

• The first pattern; 1000 (W/m2) for the first 12 
cells, 400(W=m2) for the rest, 2 peaks appear on 
the voltage-power curve. P&O algorithm is 
trapped at the first local peak as seen in Fig.7.(c) 
producing power corresponding to the lowest 

peak with the presence of oscillation as seen in 

Fig.7.(c). As for ANN method, the operating 
point is near the global MPP. Fig.8.(c). 

• Second pattern; 1000 (W/m2) for the first 12 cells. 
700 (W/m2) for the second 12 cells and 400 
(W/m2) for the last 12 cells, which means that 3 
peaks appear in the Voltage-power curve. P&O 
still trapped at the same peak Fig.7.(c) and ANN 
still working at the same point Fig.8.(c), which is 
far from the global MPP but producing more 
power than P&O. 

• Last pattern; 400 (W/m2) for the first 12 cells. 
1000 (W/m2) for the rest, in this case only 2 
peaks appear in the Voltage-Power curve. P&O, 
because of the absence of the peak were the 
algorithm worked in the previous states, the 
algorithm leaps to the next peak which, in this 
case, is the GMPP Fig.7.(c). We notice a small 
variation in power produced by ANN method 
Fig.8.(c) 

VI. CONCLUSION 
From results of simulation presented in this paper, the 

inference is that P&O algorithm is slower than the ANN 
based MPPT under fast changing conditions. Also has 
high oscillations contrary to ANN under fast and slow 
irradiation conditions, which pose power losses. It leads to 
settle that ANN based MPPT is better than P&O method 
for these scenarios. The algorithm follows instantly the 
uniform variations and performs at the exact MPP, 
proving its effectiveness. However, under partial shading 
conditions P&O is always trapped at the first peak 
encountered, local or global. In other hand, ANN method 
operates at the reference voltage corresponding to the 
irradiation measured. Most of time it is not even a peak. 
So, ANN method based on insolation and temperature as 
inputs is not effective under non-uniform conditions. 
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ABSTRACT 

Excimer lamps are actually one of the 
principal ultraviolet (UV) sources.  This 
environmentally friendly technology has 
different applications; however, they still 
need many improvements like the UV 
efficiency and the luminous efficacy. 
Different ways are possible. One of these 
ways is to improve the part of the input 
energy deposited by electrons into xenon 
excitation, which can increase the U.V 
production and then the visible light 
production 

In this paper we present a study of a 
dielectric barrier discharge filled with a 
neon- xenon10% gas mixture at excimer 
lamp conditions. We use a one dimensional 
particle in cell with Monte Carlo simulation 
(PIC-MCC) to investigate the effect of the 
applied voltage on the discharge xenon 
excitation efficiency.  The results show the 
variation of energy deposited on different 
reactions as excitation and ionization for 
different voltage values. The discharge is 
more efficient to excite xenon atoms at 
higher voltage. However an increase of 
voltage induces the increase of the part of 
energy deposited on the other collision. The 
electrons lost on walls become more 
important 
Key Words: Dielectric Barrier discharge, 
efficiency,   excitation, Xenon, lamps.    

 
 

1. INTRODUCTION 

In recent decades, VUV and UV light 
sources became more attractive because of 
their different applications like plasma 
display panels [1] and excimer lamps. In 
both of these sources, a Dielectric Barrier 
Discharge (DBD) can be produced, where 
two electrodes are covered by one or two 
dielectrics. The space between them is filled 
with different mixtures. One of the possible 
gases which can be used are based on 
excimer molecules as Xe2*, Kr2*, KrBr*, 
XeCl*…etc. In theses discharges, under the 
effect of an applied voltage, the atoms are 
excited to upper levels. Then, they emit UV 
radiations which will be converted by 
phosphors to visible light. 

In this work, we are interested on Excimer 
lamps which represent one of the most 
environmentally friendly technologies 
because of the absence of mercury.  This is 
why different applications are possible for 
them, as light source, photochemistry, water 
treatment, microelectronics, microbiology, 
medicine (skin treatment), and photo 
regulation of plants by UV radiation. 

 Excimer lamps have many advantages; 
Narrow band emissions in the UV and VUV 
regions, high photons energy, long lifetime, 
and high flexibility in geometry. However, 
they still need many improvements. 
Different simulation [2-5] and experimental 
[6-7] works have been done to understand 
these sources and optimize their properties. 
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Among the principal properties which 
need improvement, luminous efficiency is 
the most important one [8].  There are 
different ways to increase this property as 
discharge waveforms (different waveforms 
and pulse frequencies,), lamp geometry 
(cylindrical, plane), and gas mixture 
(different gases are studied as Xe, Kr, He, 
KrBr). In many of these research works, the 
aim of scientists is to provide progress to 
this technology in order to replace mercury 
lamps which are harmful to health. 

We are interested, in our work, to 
study the energy deposited into excitation 
which contribute to lamp’s UV efficiency. We 
present, in this paper, a dielectric barrier 
discharge filled with xenon-neon mixture. A 
one dimensional particle in cell model is 
used; it is described in section 2. The results 
obtained from our model are presented in 
section 3. 

 
2. PHYSICAL MODEL 

In this paper, a one dimensional Particle 
In Cell with Monte Carlo Collisions (PIC-
MCC) model was used [9]. The particle in 
cell model consists of charged particles 
moving about due to forces of their own and 
applied fields [1]. The physics comes from 
two parts, the fields produced by the 
particles and the motion produced by forces.  

The charged particles trajectories are 
obtained by integrating the following 
equations at each time step: 

 � �⃗⃗ =  = �  ⃗                        (1) 

 
� = �               (2) 

where m is the particle mass, V the 
velocity, X the position, F the applied force 
and E is the electric field. 

The electric field is obtained from 
Poisson’s equation: 

 ∇2Φ = − ρ
ε0              (3) 

where Φ is the electric potential, ρ is 
the charged density, and ε0 is the 
permittivity 

The Newton-Lorentz equations described 
above are discretized using the leapfrog 
scheme. In finite-difference form, we obtain 
the following equations:  
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where, Xi, Vi, Fi, and Ei are position, 
velocity, force, and electric field at the 
particle position. Φj is the potential at grid 
point j, Δx, is the distance between grid 
points.   

The electric field at grid point j is deduced 
from the potential: 
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The electric field at each position is 

calculated as follows (Weighting grid to 
Particles): 
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where Ej and Ej+1 are electric fields at j 
and j+1 respectively, xj and xj+1 are the 
positions of adjacent cells, Xi is the particle 
position. x is the space between two 
neighbor cells. 

A Monte Carlo collisions method is used 
to study particles collisions. When we 
consider the collision dynamics, a number of 
electron–neutral collision events are 
possible, including elastic scattering, 
excitation and ionization. 

The energy deposited into these different 
collision processes can be then calculated. 
For the case of the ionization collision, the 
part of the energy given into the process is 
calculated by the relation: 

iz
  2 ,                      (9) 
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where Δε is the energy given into the 
process, ε2 is the energy of electron produced 
by ionization and εiz is the ionization 
threshold.  

For an excitation collision, the incident 
electron loses the excitation threshold 
energy and Δε is given as follows: 

exc
                        (10) 

where εexc is the excitation threshold. 
 

3. RESULTS AND DISCUSSIONS 

In this section, a single discharge for a 
planar dielectric barrier discharge filled with 
xenon-neon mixture for lamp’s conditions. 
The gas mixture is 10% xenon in neon. The 
gap length d is 3 mm, the total gas pressure 
p is 400 Torr, and the equivalent capacity of 
dielectric layers is 230 pF/cm2. The gas 
temperature is supposed to be constant and 
equal to 300°K. The neon secondary 
emission coefficient is 0.25. 

 
3.1. Electrical and energy charac-

teristics of a single discharge 

We have studied, at first, the electrical 
and energetic properties of a single 
discharge at an applied voltage of 1.1kV. The 
current density, the voltage on gas domain, 
Vg, and the voltage on dielectrics, Vd, are 
then represented on Figure. 1, for a Xe10-Xe 
mixture with the parameters cited 
previously.  
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Figure.1. Temporal variation of gas and dielectric 
voltages, and current density for a mixture of 

Xe10-Ne, the applied voltage is 1.1KV. 

It is observed that after approximately 
400 ns, the dielectric voltage starts to 
increase until it reaches a value of 1.1kV. 

This is due to the charges migration toward 
dielectrics. At this time, the voltage 
decreases at discharge gap. This corresponds 
to the duration of a pulse discharge. It is 
also seen that, at the beginning of the 
discharge the current density increases until 
it reaches a value of 5 A/cm2. After this 
moment, it decreases. The discharge 
duration is less than 100 ns. 
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Figure.2. Diagrams of energy balance of a single 
discharge for a mixture of Xe10-Ne, the applied 
voltage is 1.1KV. (a) energies deposited by space 

charges, (b) energies by electrons in different 
collisions, and (c) partial fractional energy by 

electrons in different collisions. 
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We were also interested by the fractional 
energy deposited on different collisions. The 
total fractional energy is calculated as the 
ratio between the energy deposited in 
collision and the total energy dissipated in 
the discharge. The partial fractional energy 
is calculated as the ratio between the energy 
deposited in collision and the energy 
dissipated by electrons in the discharge 

Figure.2(a) shows the energy used by 
space charges. Figure.2 (b) represents the 
energy deposited by electrons in different 
collisions. Figure.2 (c) represents the partial 
fractional energy deposited by electrons in 
different collisions.  The discharge efficiency 
is defined as: 

  � = � �  �  �  �  � � ��  �         (11) 

  
It is noted that Most of total energy 

deposited in discharge is used by electrons; 
about 80% of input energy, when only 20% is 
dissipated by ions. The results show also 
that the major part of electron energy; 76%, 
contributes to xenon excitation. This allows 
to important discharge efficiency; about 59% 
of the total energy is used to excite xenon 
atoms. The other reactions use less than 
10% of the input energy. 

 
3.2. Effect of the applied voltage on 

excimer lamp discharge characteristics 

As it was suggested, it is important to 
optimize the excimer lamp performances by 
increasing the part of the input energy 
deposited by electrons into xenon excitation. 
For this reason, we present in the second 
part of our paper, the effect of the applied 
voltage on electrical and energy properties of 
this discharge.  

Figure.3 represents the variation of peak 
value of current density for different applied 
voltage values; 900 V, 1000V, 1100V and 
1200V. It is observed that, at 900V, the 
discharge current peak is quite low; in order 
to 3A/cm2. It increases with the applied 
voltage until it reaches a value of about 7 
A/cm2 for 1.2 kV 
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Fig.3. Variation of current peak with applied 

voltage for Xe10-Ne mixture. 
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Figure.4. Variation of pulse duration with 

applied voltage for Xe10-Ne mixture 
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Figure.5. Variation of discharge beginning time 
with applied voltage for Xe10-Ne mixture 

 
We also calculate the pulse duration as 

the width of the pulse at half of the peak 
current. Figure.4 shows that the current 
pulse duration reduces at higher voltage. It 
is also noted that the discharge takes less 
time to start when the voltage increases, as 
it is shown on Figure.5. 
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Figure.6. Variation of energy deposited by 
charges with applied voltage. 
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Figure.7. Variation of partial fractional energy 
deposited in xenon excitation with applied 
voltage. 

 
Figure.6 represents the effect of the 

applied voltage on the energy deposited by 
charges. It is noted that electrons use more 
energy at higher voltages when energy 
dissipated by ions is less important; 
Electrons used 68% of the discharge energy 
at 900 V, and reach 80% of the total energy 
at 1.2KV. 

Then we studied how it is distributed by 
electrons. On Figure.7, It was found that, for 
our conditions, the part of xenon excitation 
energy from the electron energy decreases 
from 82% to 74% when the applied voltage 
increases from 900V to 1.2KV 
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deposited in xenon ionization and on walls with 

applied voltage. 
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Figure.9. Variation of total fractional energy 
deposited in xenon excitation and ionization. 
 
This means that, at higher voltage, 

electrons have sufficient energy to ionize 
xenon atoms (see Figure.8). The energy 
deposited in this collision is of about 9.3% at 
1.2KV. This is not the only reason; it is also 
seen that more electrons are lost because 
they keep away discharge domain towards 
dielectrics. An increase of about 6% is then 
observed. However, this does not prevent a 
better performance. In fact, Figure.9 shows 
an increase of the total fractional part used 
in xenon excitation by 5 % when the applied 
voltage increases from 900V to 1.2KV. It is 
equal to about 60% at 1.2KV. It is also 
observed an increase of 2% of the energy 
deposited in xenon ionization for the same 
conditions. 
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CONCLUSION 

In this work we used a one dimensional 
particle in Cell with Monte Carlo collisions 
(PIC’MCC) to investigate the effect of the 
applied voltage on fractional energies used 
by charges species in a dielectric Barrier 
Discharge at lamp conditions. 

The results show that despite, electrons 
lost less energy to excite xenon atom at 
higher voltage, the discharge is more 
efficient to excite xenon atoms (total 
fractional energy). At an applied voltage of 
1.2 kV, the energy used by electrons is about 
80%, the total xenon excitation energy 
reaches a value of 60%. 
 However an increase of voltage induces 
the increase of the part of energy deposited 
on the other collision. The electrons lost on 
walls become more important. We must be 
careful to make a balance between high 
xenon excitation and lost energies. An 
applied voltage of 1.1 kV, is the optimum 
condition for an efficient excimer lamp 
discharge at Xe10-Ne.  
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ABSTRACT 

In this paper, a grid-connected wind 
energy conversion system (WECS) 
associated with a battery-based energy 
storage system (ESS) is studied. The 
purpose is to filter wind power fluctuations 
in order to satisfy the grid power 
requirement. The main idea is the 
development of an appropriate supervisory 
algorithm for the storage system to manage 
its power flow. The proposed WECS 
configuration is based on a doubly fed 
induction generator (DFIG), whose the rotor 
grid connection is ensured by three-level 
converters. The wind generator is controlled 
so that the output power is maximized by 
adjusting the rotational speed. The control of 
the battery-assisted wind turbine system is 
developed and a supervisory algorithm is 
proposed to control the battery bank taking 
into account both the grid demand and the 
generated wind power. The whole system 
performances are analyzed through 
simulation and a comparative study is made 
to show the main role of the battery storage 
system to smooth the wind power delivered 
to the grid. 
Key Words: Battery storage, DFIG, Power 
storage management, three-level converter, 
wind power. 

 
1. INTRODUCTION 

Among different renewable energy 
generators, wind generator is technically 
and economically the most developed one, 

expanding globally at a rate of 20–30% 
annually over the last decade [1-3]. 

Due to the intermittent behavior of the 
wind speed generally unpredictable, the 
generated power from the wind turbine 
fluctuates causing frequency variation and 
voltage flicker inside the electrical grid. 
Therefore, high penetration of wind power 
can introduce technical challenges and 
issues [4-6].  Hence, the wind-caused power 
variations have to be erased in order to 
smooth the produced power delivered to the 
grid. 

Various power smoothing methods for 
WECS have been proposed in the literature. 
In [6], authors reviewed and discussed 
different approaches and showed that 
“energy storage based power smoothing 
method” is more effective compared with 
“without energy storage based power 
smoothing method” which presents lower 
costs. 

Different energy storage systems (ESSs) 
have been used by authors for power 
smoothing of wind energy conversion 
systems (WECSs) such as batteries, 
flywheels, super capacitors, fuel cells with 
electrolyzer and hydrogen storage tank, 
compressed air storage, superconducting 
magnetic energy storages, etc [6- 8]. These 
ESSs are considered to be an effective 
solution to balance the generation and 
demand, supporting the renewable energy 
deficit when necessary and storing the 
primary energy excess when possible.  
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The use of batteries for wind turbines 
power smoothing has been largely found in 
literature [9-14]. In these works, the trends 
of authors varied in different ways. In [9], a 
rule based control strategy has been 
proposed in the aim to extend the BESS life 
of a wind farm considering the SOC and 
depth of discharge limitations. A similar 
control algorithm has been adopted in [10] 
and applied to a BESS associated to a WECS 
based on a doubly fed induction generator 
(DFIG). In [11], authors developed a state-
machine based supervisory control system 
where different states have been considered 
according to the battery SOC in the aim to 
perform a suitable energy management of 
the two sources. For the objective of 
maximizing battery life, reducing 
maintenance costs and increasing the 
efficiency of the energy storage system, [12] 
proposed a control strategy based on multi-
branch battery-bank configuration using 
switches to connect just the necessary 
number of branches according to the 
required power from the control system. In 
[13], an optimization-based control strategy 
for the power management of a wind farm 
has been proposed where the objective was 
to minimize the error between the power 
delivered by the wind farm with battery 
storage and the power demand from an 
operator, while extending battery life. 

In the above-mentioned works, two-level 
voltage source converters have been used for 
the wind generator grid connection. Yet, 
with the increase of WECS capacity; this 
conventional converters tend to be replaced 
gradually with multilevel converters, which 
permit to reduce at once voltage stress on 
the switching devices, output voltage 
harmonic distortion and switching frequency 
[15-17]. 

In this paper, a grid-connected DFIG-
based wind energy conversion system 
combined with a battery-based energy 
storage system is studied. The proposed 
configuration use three-level converters for 
the rotor side generator grid connection. A 
management algorithm is developed to 
control the power flow between the battery 
storage system, the wind generator and the 
grid, so that to smooth the output power 
generated by the wind conversion system, 
while ensuring good energy availability. 

Firstly, the system modeling is presented 
in section 2. Then, the control scheme of the 
whole system is described in section 3; it 
includes the stator active and reactive 
powers control, the rotational speed control 
for maximum power point tracking (MPPT), 
the DC-bus regulation and the control of the 
battery storage system. A supervisory 
control algorithm is then developed in 
section 4, which is responsible for 
determining the reference power must be 
generated by/stored in the ESS. Finally, the 
proposed models and control strategies are 
tested by simulation under Matlab/Simulink 
software. The obtained results show the 
ability of the wind conversion system 
combined with battery ESS to achieve the 
desired objectives. 

 
2. MODELING OF THE WIND 
CONVERSION SYSTEM 

The structure of the considered system is 
represented in Fig. 1. The system consists of 
a wind turbine coupled to a doubly fed 
induction generator (DFIG) through a gear 
box. The stator winding is directly connected 
to the grid. The rotor winding is connected to 
the grid via two three-level PWM 
bidirectional power converters linked by a 
two capacitors DC-bus. The rotor power 
flows to/from the grid according to whether 
the generator operates in hyper or hypo 
synchronous mode respectively. A battery 
energy storage system (battery-ESS) is 
connected to the DC-bus through a DC/DC 
PWM bidirectional power converter. This 
latter allows the charge and discharge of the 
storage unit according to an appropriate 
power management algorithm. 

 

 
Figure.1: 30 Battery ESS associated with a 

DFIG-based wind conversion system 
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2.1. Modeling of the Wind Turbine 

The aerodynamic power developed by a 
wind turbine is given by the expression (1) 
[18-21]. 

 32),(
2
1 vRCP paer    (1) 

Where  is the air density; R is rotor 
radius,  is the wind speed and Cp is the 
power coefficient. This latter can be 
represented by various approximation 
expressions. In this paper, Cp is expressed by 
(2) [21]. 
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Where  is the blade pitch angle;  is the tip-
speed ratio and Ωturb is the turbine rotor 
speed. 
 
2.2. The Generator (DFIG) and its 
Converters 

A simplified generator’s dynamic model 
has been used [18]. It adopts the oriented-
flux strategy defined in the synchronous 
reference frame (d-q) fixed to the stator flux: 
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Where s (r) is stator (rotor) index, V (I) is 
voltage (current), s  is stator flux, P(Q) is 
active (reactive) power, R is a resistance, L 
(M) is an inductance (mutual inductance), ω 
(ωs) is angular speed (synchronous speed), s 
is the slip and σ is the leakage coefficient (σ 
= 1–M2/LsLr).  

The generator rotor is fed by two PWM 
three-level bidirectional converters, namely 
rotor side converter RSC and grid side 
converter GSC, linked by a two capacitors 
DC-bus (Figure.1). 

The structure of the three-level NPC 
(Neutral Point Clamped) inverter is 
presented in [15, 16]. 

 
2.3. The battery and its converter 

The storage system uses lead-acid 
batteries. This type of batteries is the most 
used since it presents low self discharge, cost 
effectiveness, high specific power and good 
temperature performance [7, 14]. Among 
different models found in literature [10, 22], 
we have adopted the model adopted in [22]. 

The battery bank is connected to the DC-
bus by means of a two-quadrant DC/DC 
PWM converter (bidirectional chopper) 
(Figure.1). This latter adapts the voltage 
levels and ensures the battery power flow 
 
3. CONTROL SCHEME OF THE 
CONVERSION SYSTEM 

The proposed control scheme of the chain 
is represented in Figure.2. The rotor-side 
converter (RSC) controls the stator powers 
via the rotor voltages. The grid-side 
converter (GSC) controls the DC-bus voltage 
and the line currents flowing out between 
the converter and the grid. The generator 
speed is regulated in order to extract the 
maximum of power from the wind. The 
DC/DC converter controls the battery power 
flow through the DC-bus so that the battery 
supply or absorb the difference between grid 
power requirement and the fluctuating wind 
power. 

 
Figure.2: Wind-battery conversion system 

control scheme 
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3.1. Generator control 
According to equation (6), we can easily 

see that stator active and reactive powers Ps 
and Qs can be controlled independently by 
the rotor current d, q components Irq and Ird 
respectively. This control is made via rotor 
voltage components Vrq and Vrd (5). 

The block diagram of generator powers 
control based on field oriented strategy is 
show in Figure.3. 

The desired reference value of active 
power Ps-ref corresponds to the maximum 
power point based on rotational speed 
control, and the desired reference value of 
reactive power Qs-ref is set equal to zero in 
order to operate at unitary power factor. 
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Figure.3: Generator stator powers control 

scheme 
 

3.2. Grid side converter control  

The objective of GSC control is to keep the 
DC-bus voltage constant regardless of the 
rotor power flow direction. The control 
algorithm contains an inner loop regulating 
line currents and an outer loop regulating 
DC-bus voltage [16]. 

 
3.3. Battery control algorithm 

An appropriate control algorithm of the 
DC/DC power converter (Figure.4) allows the 
battery to adjust the power it transits, to a 
reference value (Pb_ref) determined by the 
supervisory control system. 
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Figure.4: Control scheme of the battery 
storage system 

3. SUPERVISORY CONTROL SYSTEM 

The supervisory control system permits to 
determine the value of the reference power 
must be generated by/stored in the battery 
(Pb-ref) taking into account at the same time 
the power demanded by the grid, the 
available wind power and the state of charge 
(SOC) of the battery. 

The battery power reference Pb-ref is 
deducted as follows: 

The difference ∆P between the grid power 
requirement Pg-ref and the fluctuating wind 
power Pw is first estimated; then, according 
to the battery SOC, Pb-ref  is set to ∆P or to 
zero. 

For efficiency and security reasons, the 
battery bank SOC is limited from 30% to 
70% of the total capacity.  

In order to achieve the suitable operation 
of the battery-assisted wind conversion 
system, we consider the following scenarios 
for the battery operating: 

− If the SOC is within the two thresholds, 
it is the normal operating mode, the battery 
absorbs power difference ∆P if this amount 
is positive (charging mode) or generates it if 
it is negative (discharging mode).  

− If the SOC reaches its maximum limit, 
only the discharge process is allowed. This 
discharge process is valid only if power 
difference ∆P is negative, i.e. the wind power 
is less than the grid demand, otherwise the 
reference Pb-ref  is set to zero. 

− If the SOC reaches its minimum limit, 
only the charge process is allowed. This 
charge process is valid only if the power 
difference ∆P is positive, i.e. the wind power 
is greater than the power demand, otherwise 
the reference Pb-ref is set to zero. 

Finally, the power delivered to the grid is 
calculated as follows: 

 Pg = Pw + Pb (7) 
With:  

 







sr

rsw

PsP
PPP

 (8) 

 
Where Pw is the wind generator power, Ps is 
the generator’s stator active power, Pr the 
generator’s rotor active power and s is the 
slip. 
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The flow diagram of the proposed 
supervisory control system is depicted in 
Figure.5. 
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Figure.5: Flow diagram of the supervisory control 

system 
 

4. SIMULATION AND RESULTS 

The proposed models and the developed 
control algorithms have been tested on a 1.5 
MW rated power variable wind energy 
conversion system. The simulation is carried 
out using Matlab/Simulink software. The 
wind turbine and generator parameters are 
given in Table.1 and Table.2 respectively. 

 
Table.1 Wind Turbine Parameters 

Rated 
power 
(MW) 

ρ 
 (kg/m3) 

R 
(m) 

G 
 

J 
(kg.m2) 

f 
(N.m/s) 

1.5  1.225  0.5  90  1000  0.0024 

 

Table.2 Generator Parameters 

Rated 
power 
(MW) 

p Us 
(V) 

Rr 
(Ω) 

Ls 
(H) 

Lr 
(H) 

M 
(H) 

1.5  2  690  0.021  0.0137  0.0136  0.0135 

 
 

The wind profile used in this simulation 
is depicted in Figure.6, and simulation 
results are presented from Figure.7 to 
Figure.16. They show the performances of 
the wind conversion system towards the 
proposed control algorithms and a 
comparison has been made in both cases 
without and with the battery storage 
system. 

We start by the generator (DFIG) 
performances which are globally 
satisfactory. Figure.7 shows that the 
generator speed follows its reference 
successfully with rapid response. So, we can 
say that the speed controller has a good 
behavior.  
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Figure.6: Wind profile 
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Figure.7: Actual and reference generator speed 
 
Stator’s active and reactive powers are 

represented in Figure.8 and Figure.9 
respectively. It can be observed that the 
active power oscillates around its reference, 
which means that the generated power is 
maximum. Concerning the reactive power, it 
oscillates also around its reference which 
has been set equal to zero to guarantee a 
unit power factor operation in the stator 
side. The evolution of the stator powers 
shows that the oriented stator field 
technique has successfully permitted their 
independent control. 
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Figure.8: Actual and reference stator active 
power 
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Figure.9:  Actual and reference stator reactive 
power 

 
Figure.10 and Figure.11 show the power 

sent to the grid in both cases: without 
storage and with storage respectively. Before 
integrating the battery bank, the power sent 
to the grid corresponded to the wind 
generated power which either exceeded or 
was less than grid demand set to 750 kW. 

After having introduced the battery bank, 
the power sent to the grid has become 
smooth (Figure.11).  

The battery power is reported in 
Figure.12. This figure shows that when the 
wind generated power is more than the 
power demanded by the grid, battery power 
is positive which corresponds to the charging 
mode; and when the wind generated power 
is less than the grid required power, battery 
power is negative which corresponds to the 
discharging mode.  

The battery operating modes appear 
clearly in the variations of the state of 
charge (Figure.13). The battery current is 
reported in Figure.14. We can see that it 
follows the reference imposed by the 
supervisory system which means that the 
current controller parameters have been 
properly chosen. 
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Figure.10: Power sent to the grid without storage 
 

0 5 10 15 20
-10

-5

0

5
x 105

Time (h)

Po
w

er
 d

el
iv

er
ed

 to
 th

e 
gr

id
 (W

)
 

Figure.11: Power sent to the grid with storage 
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Figure.12: Battery power evolution 
 

0 5 10 15 20
20

30

40

50

60

70

Time (h)

SO
C 

of
 th

e 
ba

tte
ry

 (%
)

 
Figure.13: Battery SOC evolution 
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Figure.14: Actual and reference battery current 
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Figure.15 and Figure.16 show that DC-
bus voltage is well regulated around its 
reference (1400 V) with few overshoots 
during the transients. We notice that DC-
bus voltage has not been affected after the 
introduction of the storage system. 
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Figure.15: DC-bus voltage without storage 

system 
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Figure.16: DC-bus voltage with storage system 

 
5. CONCLUSION 

In this paper, a power control scheme for 
a battery-assisted wind energy conversion 
system has been developed. The wind 
generator is connected to the grid through a 
back to back three-level converter. The main 
part of the proposed control scheme is the 
supervisory algorithm, necessary for the 
power management of the battery bank to 
operate in the appropriate mode. The aim 
was to satisfy the grid power requirement by 
smoothing the wind generated power. 
Besides, active and reactive powers of the 
wind generator have been independently 
controlled in order to optimize its operating. 

Simulation results have shown 
satisfactory behavior of the whole system, so 
the battery bank has been able to smooth 
the wind generated power so that it 
corresponds to the grid’s requirement 
without affecting static and dynamic 
performances of the wind generator. 
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ABSTRACT

This paper investigates the computation
of the characteristic impedance of asymme-
trical isotropic unilateral finlines. Applying
the full-wave integral modal technique along
with the most widely-used impedance defini-
tion, allowed characterizing asymmetrical
step discontinuities in enclosed finline cavi-
ties. Enhanced numerical solutions were obt-
ained by selecting appropriate choice of trial
functions through the Galerkin's method.
Key Words: Admittance operator, hybrid
mode, scattering matrix, trial functions

1. INTRODUCTION

Finline structures have been widely
explored to design various microwave and
millimeter-wave integrated circuits [1-3]
most of them dealing with symmetric
structures with respect to the E-plane of the
shielding. However, the asymmetrical case is
still an interesting option to consider with
regard to a flexibility improvement of
metallic waveguides as well as an increase of
the degree of integration, leading to a
significant extension of the panel of
applications [1]. This asymmetrical case can
be obtained by varying the position of the
slot between the two zero-thickness
conducting strips inserted in the waveguide
propagating a hybrid mode as shown in
Fig.1. To this end, modal integral technique
combined with the formalism of

mathematical operators has already been
used to compute the phase constants, guided
wavelengths, or effective permittivities as
well as cutoff frequencies of such
waveguiding structures [4-5]. Among
structures largely exploited in Monolithic
Microwave Integrated Circuit (MMIC)
design, finline step discontinuities have been
commonly used as impedance transformers.
Theoretical approaches of such junction
discontinuities have been indeed described
[6], but quite few works have been reported
on the characterization of asymmetric finline
discontinuities.

b

b

w

a

b dielectric substrate





r

z

y

x

1

2

3

slotS1

Figure.1: Perspective view of asymmetrical
finline structure

The aim of this paper is to determine the
characteristic impedance of asymmetrical
unilateral finlines printed on isotropic
dielectric substrates, mainly because this
parameter is indeed a key element to
characterize such structures. In fact, from
this parameter, it would be possible to
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characterize an asymmetrical finline
discontinuity by determining its scattering
matrix at the junction discontinuity.

The retained integral modal technique is
based on the Galerkin's method, which
involves an adequate choice of trial functions
defined in the slot. Applying this full-wave
technique results in a homogeneous system
of algebraic equations from which the phase
constants of dominant and higher order
modes can be obtained. Then, the tangential
electric fields in the slot between the
metallic strips can be determined. In fact,
knowing these fields allows computing all
the components of the electromagnetic (EM)
fields in all the metallic waveguide
structure. Consequently, the total EM power
propagating in this asymmetrical finline can
be deduced. Thus, for a given width "w" of
the slot, the characteristic impedance of the
finline can be computed, by using a
predefined power-voltage relationship [7-8],
once the voltage known in the slot.
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Figure.2: Longitudinal cross section of step
discontinuity in asymmetrical unilateral finline

technology

From that, we can deduce the magnitude
of the S-parameters at the junction
discontinuity, since

1C2C

1C2C
2211 ZZ

ZZ
SS




 and 2
111221 S1SS  .

In this case, the considered structures are
matched and lossless. Here, Zc1 and Zc2 state
for the characteristic impedances of the two
finlines of respective slot widths w1 and w2,
and connected to each other at the junction
(Fig. 2). These two conducting strips allow
the propagation of EM waves in hybrid
mode. Therefore, none of the two
longitudinal components of the EM field can
be neglected. The dispersive nature of the
propagation is expressed by the frequency
dependence of the characteristic impedance

of the finline, highlighting the existence of a
dominant mode with a non-zero cutoff
frequency Fc, leading to a numerical
determination of this parameter. Thus, the
operating frequency F (with F>Fc) can be set
before starting the calculation of the
dispersion parameters of the considered
finline.

2. THEORETICAL APPROACH

The proposed technique uses the
formalism of mathematical operators to
easily resolve the boundary conditions in the
interface due to the deposit of metallic
strips. Indeed, such formalism permits to
determine the admittance operator Ŷ to
which the Galerkin's method is applied. In
fact, this operator constitutes the key issue
in the development of this technique [9-10].
For this case, we assumed a fictitious
propagation in the oy-transverse direction of
the considered finline instead of the real oz-
longitudinal direction. Then, we considered
the transverse section of the structure as a
set of cascaded lines terminated by short-
circuited loads, noted "sc" (Fig.3).

Figure.3: Equivalent circuit of the finline
structure

The equivalent circuit of the transverse section
of a finline with negligible thickness includes the
presence of a non-zero virtual adjustable source
represented by the transverse electric field E


in the

slot [11]. Here, the admittance operators IŶ and IIŶ
for region 1 and 2, respectively, are viewed in the
air-dielectric interface. The Kirchoff's law allows
writing:

III JJJ


 (1)
with

EŶ=J


II and EŶ=J


IIII (2)
leading to:
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The matrix representation of the Ŷ
operator should be determined to obtain the
dispersion matrix via the Galerkin's
technique. This requires the involvement of
a complete set of orthogonal basis functions
( 

N,0nnf


), which expressions are given in
[4], and also the use of the mode admittances
at the interface yIn and yIIn of region 1 and 2,
respectively, where N states for the number
of modes.

The admittance operator is determi-ned
such as:

)he(
nnn
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n

N

n

)he(
nnnn fyff)y(yf=Ŷ






 

00

III (6)

where "e" and "h" state respectively for the
TMn and TEn modes along the transverse
direction (Oy). Here, the expression of the
mode admittance (yn) is detailed in [4].

nn ff represents the projection operator on
the basis vectors  

N,0nnf


, while "|" and

"| " represent the "bra" and "ket" operators,
respectively. Note that the product of vector
"bra" ( nf ) with vector "ket" ( fm ) represents
the inner product of these two quantities
deducted from the integral calculation
through the integration domain ID [10] such
as:

mn f,f = 

ID
mn dx(x)f(x)f


. (7)

with "+" stating for the transpose conjugate.
The unknown electric field is expres-sed

on the base of trial functions (px and qz)
expressed in the slot and pondered by
weighting coefficients epx and eqz such as:
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p
pxpxx eE

1

and 



K

q
qzqzz eE

1

(8)

with K the number of trial functions per
component along the Ox and Oz directions.

The application of the Galerkin's
procedure to the admittance operator
requires the projection of the terms of (5)
with trial functions, leading to a homoge-
neous system of algebraic equations.

This system constitutes the dispersion
matrix, which elements are composed of
mode admittances and inner products of
basis functions with trial functions [4].
Setting its determinant to zero allows
evaluating the propagation constant () of
dominant and higher order modes of the
finline. The resolution of this homogeneous
system allows computing the required epx

and eqz weighting coefficients of trial
functions and thus, the electric field


E in the

slot. We can also express the transverse
electric field at the interface (y=0) by using
basis functions such as:
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The coefficients an(n=0,) represent the
components of the transverse field


E in the

base of modes such as:
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where "e+h" refers to the TMy and TEy

modes. By comparison with the telegra-
phist's equations, we can determine the
chain matrix linking the input and output
parameters ( nE


and nJ

) of any guide such as
[4]:
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(11)

Knowing that Pn states for the
propagation constant relative to the mode n,
and Yn (or Zn) represents the admittance (or
the impedance) of mode for an infinite guide.

The equivalent circuit of the finline, with
regard to the Oy fictitious propagation
direction, results in:
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(12)

(4)
(5)

on the metal
in the slot
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From (11) we can determine the
expressions of the transverse EM fields in
the three media.

Medium 1: (b1 y 0)
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Medium 2: (0 y b2)
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Medium 3: (b2 y b2+b3)
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Thus, we can write at y=0:
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knowing that:
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From the above, with the contribution of
all modes, the expressions of the EM fields
can be deduced in the three media:



N

0n
n y)(x,E=y)(x,E


,


N

0n
n y)(x,J=y)(x,J


(17)

where JnH
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To summarize, all the transverse components of
the EM fields in the different media can be
expressed as function of the transverse electrical
fields )0,x(Enx


and )0,x(Enz


at the discontinuity

plane between the two conducting strips, with:
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Here the symbol "e,h" states for TMy or TEy

mode.
Note that for a TEy mode, (Ey)h = 0, whereas

for a TMy mode, (Hy)e = 0.
Furthermore, the Maxwell’s equations

allow expressing the longitudinal fields
(relatively to Oy) in function of the
transverse fields [4]. In fact, we have

HjE
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can be rewritten as:
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Equation (20a) gives Hy in function of Ex

and Hz while (20d) shows Ey as function of Hy

and Ez.
The next step is to determine the power

carried by the EM wave through the
transverse plane (xoy) perpendicular to the
direction of real propagation (oz). This power
is equal to [2]:

JEe
2
1

P  (21)

By decomposing the scalar product E J

on the transverse components (xoy) in the
three media, we get:
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where "i" refers to the medium 1, 2 or 3.
Therefore, for the direction of real
propagation (oz), we have:

nHJ


 







y)(x,Hy)(x,J
y)(x,Hy)(x,J

xy

yx (23)

Note that Hy = 0 for a TM mode (i.e., (Jx)e

= 0) and Ey = 0 for a TE mode (i.e., (Ey)h = 0).
On the other side, the circulation of the

electrical field between the two conducting
strips allows expressing the potential V as
[4]:
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leading to the characteristic impedance [4]:

2P
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Z
2
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Finally, the magnitude of the S-
parameters of the step discontinuity
between two matched and lossless finlines of
different slot widths (figure 2), can be
obtained:

1C2C

1C2C
2211 ZZ

ZZ
SS




 and 2
111221 S1SS  (25)

with Zc2=Zc(w2) and Zc1= Zc(w1).

3. NUMERICAL RESULTS

To efficiently analyze the dispersive
behavior of the characteristic impedance (Zc)
of such asymmetrical finlines with regard to
the physical and electrical parameters,
sinusoidal trial functions taken into account
edge effects were selected [4-5]. Moreover, to
reach convergence, a sufficient number of
trial functions (K6) and modes (N2500)
have been taken according to the widths of
both conducting strips and slot. We first
studied the effect of lateral metallic strip
width S1 on Zc while varying the normalized
slot width (w/a) or the frequency of
asymmetrical finline embedded in a WR-28
metallic rectangular waveguide. From Fig. 4,
we can deduce that the asymmetric
structure constitutes an additional advan-
tage with regard to the symmetrical case,
because this Zc can be controlled not only by
varying the width of the slot (w) but also by
varying the width of the lateral strip (S1).
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Figure.4: Effects of lateral metallic strip width
on Zc with a=b1=3.556mm, b2=0.254mm,

b3=3.302mm, r=2.22. (a) Variation of Zc versus
normalized slot width (w/a), (b) Variation of Zc

versus frequency (F)

Moreover, from fig.4-a, the range of
variation of Zc is more important when S1 is
smaller. However, Fig.4-b describes the
same shape of the Zc curves versus
frequency for different values of S1.

The evolution of Zc versus the lateral
metallic strip width S1 is plotted in the Fig.
5, which shows an increase followed by a
decrease of Zc versus the width S1, specially
for the low dielectric constant (r=2.2), since
the variation of Zc is more important when
the constant dielectric is lower. However,
this structure becomes symmetrical for
S1=1.2446mm.
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Symmetrical case

Figure.5: Variation of Zc versus lateral metallic
strip width with regard to the dielectric constant

of substrate with a=3.556mm, w/a=0.3,
b1=b3=3.429mm, b2=0.254mm, F=34GHz

To verify the reliability and accuracy of
this modal technique used to compute Zc, we
compared our results with those published
in [1] and [12]. Figure 6 computes the
impedance characteristic of asymmetrical
finline embedded in a WR-28 metallic box.
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Figure.6: Evolution of Zc of the asymmetrical

finline versus S1 (a) a=3.556mm, b1=b3=
3.4935mm, b2=0.125mm, r=2.2, F=33GHz,

(b) a=b1=3.556mm, b2=0.254mm, b3=3.302mm,
r= 2.22, F=34GHz

From this figure, we show an increase of
Zc versus S1, which becomes less important
while reaching stability for three selected
widths of the slot. In addition, for w=0.5mm,
this Zc tends to decrease from S1=1.4mm.

A good agreement was obtained between
our results and those published in [1] and in
[12], with an average relative error less than
3.25 % and 0.9% respectively.

The next step involved the computation of
Zc of an asymmetrical single finline
consisting of a single lateral metallic strip
deposited on a dielectric substrate (r=2.22)
embedded inside a WR-28 waveguide.
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Figure.7: Evolution of Zc of asymmetrical single
finline versus frequency with a=3.556mm,

b2=0.254mm, S1=0mm and r=2.22.
(a) b1=1.778mm, b3=5.08mm, (b) b1=3.556mm,

b3=3.302mm

Fig. 7 shows the frequency variation of Zc
with a quasi-stability of the values for two
different positions of substrate while several
widths of the slot being selected. The results
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were obtained with an average error of 3.6%
compared to those in [12].

From that, the scattering matrix related to the
asymmetrical step discontinuity embedded in a
WR-28 rectangular metallic box and built from two
asymmetrical finlines of different slot widths.
Figure 6 shows the variations of the magnitude of
the S-parameters versus the w2/a ratio for different
widths of the lateral metallic strip (S1) by assuming
S2=S1 (see Fig. 2) and considering two different
dielectric constants of substrate.
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Figure.8: Scattering parameters versus w2/a with
a=3.556mm, b1=b3=3.429mm, b2=0.254mm,

w1/a=0.01, F=34GHz

We practically got the same overlapping
points corresponding to the equidistribution
of the incident and reflected powers (i.e.,
|S11|=|S22|=|S12|=|S21|=0.707).

Indeed, the obtained curves show an
increase of |S11| and |S22| and a decrease of
|S12| and |S21| versus w2/a and r.
However, we observe a weak influence of the
lateral strip width S1 on the scattering
parameters when the slot of the second
access of this discontinuity is sufficiently
narrow (w2/a<0.4). On the other hand, this
influence is more important for wider slot
(w2/a>0.6).

Figure 9 illustrates the frequency behavior
of the scattering parameters of the above
asymmetrical step discontinuity inserted
into a WR-28 metallic waveguide when
several widths of the lateral strip S1 are
selected. In this case, we set w2/a=0.4 to
study the influence of S1 on these
parameters.
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Figure.9: Scattering parameter versus frequency
with a=3.556mm, b1=b3=3.429mm, b2=0.254mm,

w1/a=0.1, w2/a=0.4, r=2.22

We notice a very small variation of the S-
parameters over frequency as well as a weak
influence of S1 on the transmission
coefficients compared to the reflection ones,
since the curves of |S12| and |S21| obtained
from the different widths S1 tend towards
the same values, while |S11| and |S22|
decrease when S1 increases.

4. CONCLUSION

In this paper, an efficient integral modal
technique based on the mathematical
operators has been proposed to efficiently
compute the Zc for asymmetrical finlines. It
successfully uses the Galerkin's procedure
with appropriate trial functions that take
into account the edge metallic effects. Good
agreement was found while comparing the
obtained simulated results to published
data. This allows to properly characterize
the asymmetrical finline step discontinuity
with regard to different physical and
electrical parameters.
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ABSRACT 

In this paper, HIS (High Impedance Surface) 

proprieties are exploited, in order to verify the 

HIS application utility; we have used a 

metamaterial as a ground, to that end, a wire 

antenna is considered above 2D metamaterial 

structure using digital capacitance with 

resonant rings. The structure is investigated by 

simulation and compared at the frequency 12 

GHz, the metamaterials proprieties are 

successfully verified around the resonant 

frequency. 

 
Key words 

Wire antenna, EBG structures, 

metamaterials, digital capacitance, negative 

index materials.  

 

I. INTRODUCTION 

The antennas manufacture requires a big 
precision in realization because the dimensions 
of these circuits are of the same order of 
magnitude as the wave length.  

Considering the imprecision factors due to the 
manufacture constraint, surface waves will be 
engendered; consequently, antenna performance 
will be influenced. Special materials are used to 
block surface waves known as metamaterials, 
they enhance significantly the antenna 
performance and characterized by 
simultaneously negative values of the 
permeability and the permittivity [1], they don’t 
exist in natural state.  

Interesting proprieties [2] of metamaterials 
consist in stopping surface waves to propagate 
along the surface which is known as EBG 
(Electromagnetic Band Gap) and there is no 
phase delay to be introduced to the progressive 
wave. The structure chosen is 2D metamaterial 
using digital capacitance, it uses the inductance 
resulting from the current flowing through the 
via and capacities which constitute the 
elementary metamaterial circuit [3]. 
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II.SIMPLE DIPOLE ANTENNA RESPONSE 
 Fig. 1 shows the radiation pattern of dipole antenna in free 

space. In horizontal plane (1.B), when viewed from above, 
the pattern exhibits two lobes which represent the 
omnidirectional characteristic of the dipole antenna 
(bidirectional radiation). 

When a dipole antenna is installed close to the earth’s 
surface, the pattern radiation is attenuated because of the 
reflection from the surface and also the surface of earth is 
lossy [6]. 

 
Fig. 1. Idealized dipole radiation pattern. 
 

In the ideal case, the gain of the dipole antenna does not 
exceed 3 dB as shown on fig. 2. 
 
 

 
 
Fig. 2. dipole radiation diagram at 12 GHz : (a) Gain ; (b) directivity. 
 

III.MODELS AND DIMENSIONS 

A. Dipole above a perfect electric conductor (PEC) 
 In order to investigate the performance of the dipole 

antenna, it will be installed close to different surfaces. Each 
structure will be also optimized in order to seek the best 
results. The most simple is a ground plane placed under the 
dipole antenna (27.5X27.5 mm) of distance                  
          = 1.925 mm functions as reflector as shown on     
fig. 3. 

 

             
 Fig. 3. Dipole antenna above a reflector.  

 

B. Dipole antenna above 2D structure substrate with digital 
capacitance and rings. 
The second model is the dipole antenna placed above 

substrate of distance            , permittivity        and 
thickness h = 1.25 mm, composed of several patches of width 
      = 0.084λ, seven digits digital capacitances of 
parameters          = 0.0084λ and rings with parameters   
       = 0.08λ [4],  a = 0.007λ, space between rings g = 0.02 λ     
and via hole of ray r = 0.005λ . 

We have considered        = λ/4, dipole length L = 0.41λ 
for the frequency 12 GHz (red graph on fig.7) and           
       = λ/5, dipole length L = 0.42λ for the frequency     
11.772 GHz (green graph on fig.7). 

 Figure5 illustrates the model and the digital capacitance   
(fig. 4) can be calculated by the following formula [5]: 
  (

  
  ⁄  )  (     )  (   )                           (1)                                                                 

such as:  
                    (  ⁄ )    ]                               (2.a)           
                   (  ⁄ )                                       (2.b)  
And W = S = S’, N number of digits.  

 
 
 Fig. 4. Seven digits digital capacitance. 

(a) 
(b) 

B 
Top view of 
horizontal 
plane 
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Antenna  
axis 
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Fig. 5. 2D structure with digital capacitance and rings: 
              (a) Structure; (b) parameters. 
 

IV.RESULTS 
The return loss of the first model as shown on the fig. 6 

doesn’t satisfy the minimum attenuation, it can’t be used as 
ground.    

 

 
                                

Fig. 6.  S11 vs. freq:dipole above PEC ground. 
 
 
 

Figure 7 shows the graph of reflection coefficient dipole 
antenna 2D structure with digital capacitance and rings; we 
have more reflection at 12 GHz and also around the resonant 
frequency:-30 dB at 12 GHz and -45 dB at 11.772 GHz. 

 
    

 
 
Fig. 7. Dipole+2D structure with digital capacitance and rings:   
           return loss for 12 GHz operating frequency and around. 

 
 

Furthermore, the gain is important, more than 9 dB 
compared to the gain of simple dipole at 12 GHz as shown on 
fig. 2 and fig. 8.  

As for the directivity, we obtain 59.4 deg. At 12 GHz and 
56 deg. around the resonant frequency as shown on the fig. 9 
but the simple dipole antenna is omnidirectional as shown on 
fig. 1. 

 
                                    (a) 

      
                                    (b) 
 

Fig. 8. Dipole+2D structure with digital capacitance and rings:   
           (a)  gain at 11.772 GHz; (b) gain at 12 GHz.  
                                   

  a            

         

       
       

       

  

       

Via hole r 

(a) 

(b) 
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Fig. 9. Dipole+2D structure with digital capacitance and rings: directivity. 
 

The metamaterial structure studied has exploited HIS 
proprieties to enhance dipole performance.  

 

V.CONCLUSION 
 A metamaterial structure has been simulated and 

compared to the simple dipole antenna prove the application 
utility of metamaterials and verify theirs proprieties, the 
structure has successfully enhanced performance of the 
dipole, whereas the simple dipole is an omnidirectional 
antenna, the antenna considered in this article become 
directive with a much higher gain: close to 10 dB compared 
to the gain of 2 dB simple dipole antenna , this structure have 
successfully contributed to block surface waves.  

We have used the digital capacitance because it allows a 
greater capacity value than the gap capacitance used in 
classical mushroom structure. 

The results are obtained by using a specialized software 
based on one of the popular computational methods for 
microwave problems: FDTD (Finite-Difference Time-
Domain method), CST is one of tools specialized in 
microwave design and simulation in 3D.   
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ABSTRACT 

The ICG characteristic points are crucial 

for the calculation of hemodynamic 

parameters. However, in opposite of the 

relatively constant morphology of the PQRST 

waves in electrocardiography. The waveform 

morphology of the ABEXYOZ complex of the 

ICG is far from stationary, which yields to 

difficulties in the automated detection of 

characteristic ICG points. This study 

evaluates ICG recordings obtained from 4 

volunteers. The results indicate that there 

are atypical ABEXYOZ complex in addition to 

the known typical complex. These atypical 

waveforms increase the difficulty of ICG 

signal analysis. To accurately and 

automatically detect the characteristic ICG 

points, and as a perspective of a future work, 

the targeted waveform must be known. In a 

purpose of classifying the atypical waveform 

into several types of the ABEXYOZ complex. 

This waveform types should be identified 

before the analysis of the dZ/dt ICG signal. 

Key Words:  

Bioimpedance, Impedance cardiography, 

ICG, Z-RPI, Characteristic ICG points, 

ECG, Biomedical Instrumentation. 

 

 

 

 

 

 

1. INTRODUCTION 

Impedance cardiography (ICG) was 

presented as a non-invasive method to 

measure the mechanical function of the 

heart, in the 1940s [1]. Few years after, [2] 

the commercial version of the impedance 

cardiogram was developed with the support 

of the National Aeronautics and Space 

Administration, NASA. A derivative of the 

ICG signal, dZ/dt was introduced (Fig.1) to 

accurately detect ejection time [3, 4]. They 

showed that the maximum point of the first 

derivative, dZ/dtmax (noted also; C or E), has 

a direct relationship with the rate of the 

ejection of ventricular blood [5]. Other 

characteristic point, is the B point, which is 

the crossing point with the baseline of the 

dZ/dt signal [4] (opening of the aortic valve). 

This point was changed to a 15% response of 

the dZ/dt waveform from the baseline to avoid 

interference as presented in [5]. A research 

previously presented in [6] have used the 

characteristic points of the dZ/dt signal as a 

simultaneous reference for phonocardiogram 

events, evoquing that the dZ/dt signal can 

yield to a direct characterization of the 

systolic and diastolic time intervals. 

Theses characteristic points are crucial for 

the calculation of time intervals and 

hemodynamic parameters of the ICG signal 

[7]. Such as left ventricular ejection time 

(LVET), which is a principal element to 

calculate the stroke volume (SV) and cardiac 

output (CO) [8]. LVET is the B to X point 

period in the dZ/dt signal. Another time 
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interval is the isovolumic relaxation time 

(IVRT). It is the X to O point period, which 

measures the diastolic function and activity 

of the ventricular relaxation [9]. 

Nevertheless, a straightforward and 

reliable automated detection of these time 

intervals is often problematic [7], [10-12]. 

Both the B and X points are difficult to detect, 

and one of the principal cause is due to two 

primary factors: (1) Physiological events of 

the heart where the time between the 

opening and closure of the aortic valves varies 

from person to another [13]; (2) The 

morphology of the dZ/dt waveform is 

changing considerably in clinical testing. 

Similar relevant problems are also present in 

the other characteristic points of the 

ABEXYOZ complex [7].  

From the beginning, authors have raised 

concerns about changes in the ∆Z ICG 

waveform [14] proposing that the observed 

variabilities in the morphology of the ∆Z 

waveforms was principally caused by the 

changes in the placement of the electrodes. 

Recently other authors have studied the 

phenomena further on the dZ/dt signal with 

4D FEM simulations [15, 16] and 

echocardiographic explorations [17] targeting 

the influence of lung perfusion, erythrocyte 

orientation and cardiac pumping on the dZ/dt 

waveform in addition to aortic volume 

expansion. 

To decrease artifacts and changes in the 

ABEXYOZ complexes, ensemble averaging 

method is the method of choice in ICG 

analysis [18, 19]. The method is applied over 

time windows, typically greater than 60 s 

[20]. In spite of that, averaging ABEXYOZ 

complexes may discard information about 

certain important points and lead to 

approximate results, especially when 

differences between shapes of cycles are 

important. 

In this work, we are interested in the 

detecting morphology changes in dZ/dt 

waveforms from ICG recordings obtained 

from 4 healthy young male volunteers. The 

ICG recordings were analyzed to categorize 

the ABEXYOZ complexes into typical and 

atypical waveforms cases. Where according to 

the typical model (Fig.1) of the dZ/dt 

waveform all complexes that has at least one 

missed characteristic point are considered as 

atypical complex. The existence of an 

important percentage of atypical waveform of 

the ABEXYOZ complexes may provide a 

novel view of the ICG signal. Thus, with more 

optimization and enabling a future analysis 

of those atypical complexes to improve the 

detection of characteristic points. 

 

2. METHOD 

A. ICG RECORDING AND MEASUREMENT 

PROTOCOL 

The sets were recorded at the laboratory 

for Medical Textile-Electronics at the 

University of Borås, Sweden. At two different 

times with two different groups of volunteers 

and two different recorders of continuous 

thoracic bioimpedance. These sets were 

established to expand the study, to enlarge 

the data acquired and to show that for 

different sets we have a similar behavior of 

the ICG complex.   

One of the set of ICG signals was obtained 

in 2013 with the recorder Respimon device 

(Medical Electronics Lab, Chalmers 

University of Technology, Sweden) [21, 22]. 

The second set were obtained in 2017 with 

the use of Z-RPI recorder fully described 

elsewhere [23]. The two recorders record ECG 

signal simultaneously with the ICG signal. In 

both cases, the recordings were performed on 

4 healthy young male volunteers. Once the 

participants signed an informed consent form 

according to the ethical approval 274-11 

granted by the Regional Committee for 

Ethical Vetting of Gothenburg. 

 
Fig. 1: Typical model of dZ/dt waveform recorded 
simultaneously with an ECG signal. Each signal is marked by 
characteristics points. 
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To maintain a certain equivalence between 

the two ICG recording systems, the 

measurement protocol used for the Z-RPI 

device was adjusted to the measurement 

protocol executed in [21, 22], using a neck to 

chest electrode configuration [4]. For that, in 

each group, the measurements were 

performed in the seated position and during 

rest conditions, using gel Ag/AgCl electrodes. 

In addition, the analyses of recordings were 

60s windows. To avoid respiration artifacts, 

the breathing was keep shallow, 10 

cycles/min, during the recording.  
B. ANALYSIS AND VISUALIZATION  

All the ICG and ECG data were pre-

processed offline on MATLAB. The heart 

rate was calculated from the ECG signal by 

detecting the R-peaks and applying                                 

the Pan-Tompkins algorithm [24]. The first 

derivative of the ICG signal (dZ/dt) was 

obtained from the derivation of the ΔZ and 

after smoothing with a low-pass filter. Thus, 

the dZ/dt signals was analyzed first by 

displaying the processed ECG and ICG 

signals and then evaluating the PQRST and 

the ABEXYOZ complexes. The ABEXYOZ 

complexes were trigged by the R peaks of the 

ECG. Thus, the ABEXYOZ complexes were 

classified into two cases (Typical or Atypical) 

according to the known typical ICG waveform 

model given in Fig.1. Where all complexes 

that has at least one characteristic point 

missed are considered as atypical complexes. 

This categorization enabled the calculation of 

the percentage of the ABEXYOZ complex 

cases in both group. The percentage of each 

characteristic ICG point in each group was 

also calculated. 

3. RESULTS 

Different Atypical waveforms were 

identified for the ABEXYOZ complex in the 

dZ/dt signal. Figure 2 presents a 5s recording 

of a dZ/dt signal with the corresponding ECG 

as an example. Five consecutive ABEXYOZ 

complexes showing the presence of atypical 

waveforms and one typical complex.  

The pie chart in Fig.3 indicates the 

distribution of the two cases of ABEXYOZ 

complexes observed in both groups.  

Table I indicates the percentage of atypical 

and typical ABEXYOZ waveform in each 

volunteer, for both group. The average heart 

rate (mean ± sd) for each volunteer was also 

presented. 

According to the absence of characteristic 

ICG points, Table II presents the percentage 

of absence for each characteristic point 

observed in the recordings per volunteer. 

 
Fig. 2: Five consecutive ABEXYOZ complexes including atypical and typical waveforms. 

 
 

 
Fig. 3: Distribution of the two cases of ABEXYOZ complexes. In 
grey the percentage of atypical complexes and in black typical 
complexes. 
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The absence of characteristic points is 

reported in 3 different groups: (1) A, B and E. 

(2) X. (3) Y, O and Z. Because given the shape 

of the visualized ICG complexes, the 

frequency of presence/absence of 

characteristic points were noticed common 

between some of the complexes. 
Figure 4 summarizes the total percentage 

of missing points per group, demonstrating a 

similar behavior outcome between groups but 

with difference in percentage ranges. 

 

4. DISCUSSION 

For this work, two different sets of ICG 

recordings were used. They were recorded at 

two different times with two different groups 

of volunteers using two different ICG devices. 

In both groups, the same measurement 

protocol was used for each subject where the 

arrangement of electrodes was performed as 

by Kubicek [4]. 
These measurement sets enrich the study 

because at the same time they are equivalent; 

the measurement sets present similar 

behaviour despite being collected from 

different volunteers also completely 

independent years       a part.  
This work reports the existence of several 

ICG complex waveforms different than the 

ICG waveform and widely reported a typical. 

Atypical waveforms are defined when at least 
one of the characteristic points is missing. 

The typical waveforms are identical to the 

model presented previously in fig.1, where we 

have the presence of all the ICG 

characteristic points. The average percentage 

of atypical complexes in group 1 and group2 

respectively are 58.2% and 81.5%.  
Percentage of missing points of each 

characteristic point in each volunteer for both 

groups present similar behaviour but we 

notice higher percentage of missing point in 

group 2 then it is in group 1. That is expected 

since we have higher percentage of atypical 

waveform in group 2 then group 1 as 

presented above in table I.  
The average heart rate for group 1 is 57 

bpm and for group 2 is 71 bpm, slightly 

different ranges, where we notice that higher 

average Heart rate are also for the group 2 

that have higher atypical complexes. But at 

the same time we notice that in group 1 we 

have also for volunteer 2 a higher atypical 

percentage (88.7%) even if the heart rate is 

less than the heart rate of V 1 of group 2 that 

have less atypical percentage (70.6%). Thus, 

more work must be done on this point to see 

the amount of atypical waveform dependence 

with the influence of the heart rate or the 

changes of volunteers or other parameters.     

In each group the volunteers were completely 

different, this is to be expected because 

specific physiological and cardio-dynamic 

events change between individuals [13].  

TABLE I:  
Percentage Of The Abexyoz Complexes Cases Contained In Each 
Recording Per Volunteer, With Average Heart-Rate (Mean ± Sd), 

For Group 1 And 2. 

Waveform 
type & HR Typical (%) Atypical (%) HR(bpm) 

Group  
1-V1 72.3 27.7 55 ± 5 

Group  
1-V2 11.3 88.7 60 ± 3 

Group  
2-V1 29.4 70.6 75 ± 5 

Group  
2-V2 07.6 92.4 66 ± 7 

  
TABLE II:  

Percentage Of Missing Points Of Each Characteristic Point In 
Each Volunteer For Both Groups. 

 A, B, E (%) X (%) Y, O, Z (%) 
Group 
 1-V1 

21.3 23.4 25.6 

Group 
 1-V2 

07.6 73.6 68.0 

Group 
 2-V1 14.1 62.9 46.2 

Group 
 2-V2 07.7 81.6 80.0 

 
  

 
Fig.4:  Total percentage (%) of missing points in both groups. 
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Variation in the ABEXYOZ complex 

between volunteers has been also previously 

observed and reported [25]. 

Among all the analyzed ABEXYOZ 

complexes, the X point varies the most, with 

the lowest minimum after the E wave. Such 

variation of the X point has been observed 

[17] and studied previously [15, 16]. The 

authors in [15, 16] studied the physiological 

sources that might contribute to build the 

ICG signals: ΔZ and dZ/dt. While confirming 

that the main contribution of the ICG signal 

is produced by aortic expansion, the authors 

also showed that the contribution from lung 

perfusion and erythrocyte orientation cannot 

be neglected.  

In our study, the typical X point were 

the most common missed point, and despite 

the importance of the detection of the X point 

to the calculation of time intervals and 

hemodynamic parameters such as 

ventricular LVET, SV and CO, which require 

the detection of both X and B. this 

problematic cannot be neglected. The most 

missed points also were the Y, O and Z that 

have the same behavior in presence or 

appearance. Those points are used to 

calculate the IVRT and FT time intervals that 

require the accurate detection of X-O and Y-

Z, respectively. These last two parameters 

are important for the diagnosis of diastolic 

functions of the heart and cardiac 

malformations.  The less common missed 

point were the A, B and E points, we have 

used the  equation that relate the R peak of 

the ECG to the E peak of the ICG  [11] for the 

calculation of the B point, thus, if we have no 

E point automatically we will not be able to 

detect the B points. And it was less 

ABEXYOZ complexes that have not a clear E 

peak. The point A were almost present except 

in some complexes and it is expected since we 

have healthy volunteers.  

The current evaluated recording suggests 

that it is possible to estimate all the 

hemodynamic parameters of interest (ET, 

SV, CO, IVRT, FT) in only 30.15% of cases. 

Additionally, no parameters can be 

accurately determined, due to the missing X 

and YOZ points in the atypical complexes. 

Where, the ET, SV and CO can be estimated 

only in 7.67 % of the atypical complexes. The 

IVRT cannot be estimated and FT can be 

estimated in 10.25% in the typical complexes. 

  

5. CONCLUSION 

In this work, a new ICG complexes have 

been identified and noted as atypical. All of 

the atypical complexes are clearly different 

from the ABEXYOZ complex typically 

reported in scientific literature. 

If we use as reference the typical ICG 

complex, we have at least one missing 

characteristic point. It is only possible to 

clearly identify the ICG characteristic points 

previously defined in the literature in only 

one of the cases. In the other case which is the 

atypical, very few ICG characteristic points 

can be detected, and in the rest, no 

characteristic ICG points can be detected. As 

the presence of atypical ICG complex is 

considerable and consequent, the targeted 

waveform must be known and refer to the 

atypical ICG complex in addition to the 

typical ones. Both of ABEXYOZ complex 

types should be identified before the analysis 

of the dZ/dt signal. 

Thus, to calculate the hemodynamics 

parameters, it is important to accurately 

detect ICG characteristic points, and it might 

be helpful to identify which ABEXYOZ 

complexes types are present in the dZ/dt 

signal. More investigations are subject of 

another paper to analyses more details on the 

atypical complexes into several classes for 

automated classification. Thus, to bring novel 

ICG analysis method for more robustness and 

accuracy of the ICG characteristic points 

detection. And knowing the atypical models, 

will yield to this perspective.  
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ABSTRACT 

In this paper, an Antenna Array design 
using substrate integrated waveguide 
technology (SIW) is presented to operate in 
Ku-band Satellite applications [12, 18] GHz. 
The whole antenna and feeding system are 
designed on a single substrate to overcome 
the drawbacks associated with conventional 
metallic waveguide antennas. The radiation 
on these antennas is insured by etching 
longitudinal slots on the top metallic surface. 
The simulated antenna radiation parameters 
give good results in terms of S11 bandwidth, 
gain and radiation pattern, and then we 
simulated two antenna arrays consisting of 
two and four elements. 
Key Words: Antenna array, substrate 
integrated waveguide (SIW), via holes, Ku-
band, power divider.  

 
1. INTRODUCTION 

In recent years, the development of the 
telecommunications sector has led to the 
realization of increasingly compact and 
efficient equipment, operating at increasingly 
higher frequencies. The practical 
implementation of these devices is very 
expensive, since weight and volume are 
crucial parameters. Satellite 
telecommunications systems require 
compact, low-cost antennas with high gain, 
low loss, and high efficiency [1]. 

The network association of several printed 
radiating elements allows the production of 
radiation patterns of variable shapes and 
directions, by acting on the following 
parameters: the configuration and 
arrangement of the antenna array, amplitude 
and phase of the power supply, 

characteristics of the elementary source and 
a judicious choice of these parameters makes 
it possible to synthesize diagrams of complex 
forms, which can answer particular 
requirements. 

    In order to achieve an antenna network 
that meets these requirements, we have 
chosen the Substrate Integrated Waveguide 
SIW because it allows the properties of 
guided propagation to be used to transform a 
substrate into a waveguide. And it doesn’t 
only take advantages from this last technic, 
but it also combines those of planar 
technology [2–3]. Therefore, it represents a 
very promising solution for the development 
of circuits and components that operate in the 
ku band. 

 
2. ANTENNA DESIGN 

The design of single antenna based on the 
technology of SIW consists to put two rows of 
periodic metallic posts in the substrate, to 
realize bilateral edge walls like a rectangular 
waveguide [4-5]. Figure 1 shows the physical 
parameters that are important for designing 
the SIW structure with d the diameter of the 
metal vias, P unit intervals between vias and 
is the separation between via rows (centre to 
centre). The equivalent width between 
conventional rectangular waveguide and 
waveguide based on SIW can be 
approximated by these empirical equation as 
follows [6].  










p
d
95.0

+a=W
2

SIW

                     (1) 
dP 2                       (2) 

5/gd                     (3) 
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With λg the electrical wave length of the 
guide. 

The SIW can only support the TE0n modes 
propagation, with n=1,2,3…. while the TM 
modes cannot be guided due to the gaps 
between metal vias, and to the resemblance 
between SIW and rectangular waveguide. 
The fundamental mode in SIW structure is 
similar to the  TE10  mode of a rectangular 
waveguide. 

 

 
Fig. 1. Geometry of a SIW antenna 
 

The design of resonant longitudinal slots is 
positioned on the opposite side of the 
waveguide at an interval of half a guided 
wavelength. The distance from the end of the 
guide to the middle of the last slot is λg/4. The 
approximate slot length is determined by 
following expression [7]. 

 

( )r
sL





+
=

12
0

                       (4)  
       

A. Transition Feeding 

The feeding line-to-SIW transition is 
shown in Fig. 2. The taper line is utilized to 
realize the impedance matching between SIW 
and 50 Ohm microstrip line [8]. A tapered line 
has the following parameters [9]: the width of 
the feed line w0, the width WT and the length 
LT. 

( )dWW SIWT −= 4.0            (5) 



 TL

2                        (6) 
 

 
Fig. 2. Microstrip-to-SIW transition 

3. RESULTS AND DISCUSSION 

The antenna array element has been 
designed to resonate at 16 GHz in the ku 
band [12, 18] GHz. the rectangular 
waveguide in this frequency band has the 
following dimensions a = 15.85 mm and b = 
7.9 mm (WR62). Its cut-off frequency is 
around 9.49 GHz and from this one we get the 
equivalent waveguide width a. Then the 
design parameters are determined (Table 1). 
The SIW single element is designed in one 
substrate where we used the Arlon AD320 
with a relative permittivity Ɛr = 3.2, 
thickness h = 0.782 mm and loss tangent of 
δ = 0.0038. The structure has been simulated 
using the EM commercial software CST 
Microwave Studio, which is based on Finite 
Integral Technique (FIT) method. 

TABLE I 
Dimensions of antenna array element 

Parameters Value (mm) 
Vias diameter d = 1.66 
Space between the vias p = 3.33 
Space between the two rows  a = 10 
Feed line width 50 Ω W0 = 1.88 
Feed line length 50 Ω Llin = 10 
Taper width WT = 4 
Taper length LT = 3.8 
Slot length LS = 6.5 

A. Reflection Coefficient  

According to Fig. 3, the S11 of SIW slot 
antenna array is less than -10 dB over the 
whole band [15.85, 16.14] GHz, and at the 
resonance frequency of 16 GHz we have an 
adaptation of -45 dB. 

12 13 14 15 16 17 18 19 20

-50

-40

-30

-20

-10

0

 

 

S
1

1
 (

d
B

)

Frequency (GHz)

Fig.3. Simulated reflection coefficient S11 of one element 
vs frequency 
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B. Radiation Pattern 

Fig. 4 shows two radiation patterns of the 
proposed antenna at 16 GHz; it presents 
directive radiation pattern. It is shown more 
properly in the 3D radiation pattern of polar 
gain in Fig. 5. 

 

 
(a) 

 

 
(b) 

Fig.4. Simulated radiation patterns at 16 GHz: (a) 
Phi=0°, (b) Phi=90° 

 
Fig.5. Simulated three-dimensional radiation patterns 
at 16 GHz 

In this part, we simulated two arrays 
antennas composed of two and four elements. 
This array antenna is fed by a quarter-wave 
λg/4 T-power divider and 70.7 Ω impedance 
was used between the 50 Ω lines of the 
antennas to adapt the network [10]. The 
results are shown below. 

C. Reflection Coefficient  
Return loss characteristics of the SIW 

array antennas of two and for elements are 
given in Fig. 6. According to simulated 
results, the S11 is less than -10dB over the 
whole band [15.7, 16.22] GHz. with a relative 
bandwidth of 2.26% for two elements and 
3.21% for four elements. 
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Fig. 6. Simulated reflection coefficient S11 vs frequency 
of two and four elements 
 
D. Radiation Pattern 

The Fig. 6 represents the antenna 
radiation pattern of four elements on the 
Cartesian plane, for Phi = 90° we notice a 
main lobe with an opening angle at 3 dB 
equal to 86.7° while for Phi = 0° the opening 
angle is 24.3° at 3 dB, and the radiation angle 
is 180°, which represents a directive 
radiation pattern. It is shown more properly 
in the 3D radiation pattern of polar gain in 
Fig. 8. 

 

-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180

-25

-20

-15

-10

-5

0

5

10

 Phi=0°

 Phi=90°

 

R
e

a
li

z
e

d
 g

a
in

 (
d

B
)

Theta (deg)  
Fig. 7. Simulated radiation patterns at 16 GHz: Phi=0°; 
Phi=90° 
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Fig. 8. Simulated three-dimensional radiation patterns 
at 16 GHz 

 
E. Summary and comparison of antenna 

array 

In Table 2, we present the simulated gain, 
the calculated directivity, Bandwidth and 
S11 parameter for the Array antennas at 16 
GHz. These results show that the antenna 
arrays have as role to increase the 
performance like gain, Bandwidth and 
directivity. 

TABLE II 
Gain, Directivity, Bandwidth and S11 parameter 

 Comparison criteria 

Topology of 
antenna array 

Gain 
(dB) 

directivity 
(dBi) 

BW  
(%) 

S11  
(dB) 

one Antenna 5.39 6.55 1.81 -45.14 
(1x2)  

antenna Array 6.77 8.23 2.26 -43.39 

(1x4)  
antenna Array 8.83 10.22 3.21 -33.87 

 
Fig. 9 shows the variation of the gain vs 

frequency for the antenna and the antenna 
arrays of two and four elements. We notice 
that the value of the gain is maximum each 
time we increase the number of antennas. 
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Fig. 9. Simulated gain vs frequency of one, two and four 
elements 

4. CONCLUSION 

In this paper, we have proposed a 1x2 and 
1x4 antenna arrays based on SIW structure 
radiating slots at 16 GHz. The array was fed 
by T-power divider. A significant increase of 
gain and directivity parameters and 
bandwidth has been obtained with good 
results in terms of reflection coefficient. 
Compared with a single element SIW 
antenna, the 1x4 antenna array offers much. 
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ABSTRACT
A novel closed-form solution is used to estimate the motion
parameters of a ground moving acoustic source. The Doppler
shift of the source frequency is observed when a noise-
emitting source travels at a constant speed and range along
a straight trajectory. This solution is used to estimate the
motion parameters such as the speed, the distance between
the source and the sensor, the source frequency and the
closest point of approach (CPA) time. This method has been
compared to previously used ones. The effectiveness of this
solution has been first validated on simulated data then on
real life ground acoustic recorded data during the passage of
a road vehicle.

Index Terms— Acoustic localization, Doppler effect,
Road vehicle, Instantaneous frequency, Microphone.

I. INTRODUCTION
Acoustic source localization consists of determining

the source motion parameters such as, the range, the speed,
the altitude and other parameters. A road vehicle’s acoustic
signal consists of a combination of various noise signals
generated by the engine, the tires, the exhaust system, and
the aerodynamic and mechanical effects. Hence, the spectral
content of a vehicles signal includes wide-band processes
as well as harmonic components. The mixture weighting of
these spectral components at any given location dependents
on the speed of the vehicle, whether it is accelerating,
decelerating,turning, and whether it is in good mechanical
condition. Different methods have been developed [1]–[12]
depending on the acoustic sources type; which can be jet
aircraft, propeller driven aircraft, helicopters or other types
of vehicle [6], [10]–[12]. Ferguson et al. [6] propose a
method for flight parameters estimation based on temporal
evolution of the frequency relied on the Doppler shift of the
emitted sound of the moving source using one microphone
and a geometrical model is used to express the instantaneous
frequency using the parameters to be estimated. They
are the first who initiated the use of the instantaneous
frequency to estimate the parameters of a moving acoustic

source exploiting the short time Fourier transform and the
Wigner Ville distribution as an instantaneous frequency (IF)
estimators. Quinn [13] proposes an improved algorithm
which uses amplitude and frequency estimators to estimate
speed and range of a ground moving acoustic source. The
parameter estimation algorithm is directly affected by the
IF estimation, therefore, many contributions in this area
appeared in the literature and are primarily based on the
time-frequency distribution [11], [12].
Most previous work proposed a numerical solution to solve
the problem of parameter estimation by minimizing the sum
of the squared deviations of the estimated frequency and
predicted values [10], [11], [14]. Only few ones have given
an analytical solution to solve the problem of parameter
estimation, Webster in [1] proposes an exact trajectory
estimation from Doppler shift measurement of an acoustic
source. Dommermuth [15] also proposed a closed-form
solution using four sensors on a plane (x-y geometry)
utilizing the closest point of approach time of each sensor.
These solutions need at least two sensors and the prior
knowledge of one of the source parameter.
In this paper, an analytical solution [16], [17] is applied to
estimate the motion parameters of a ground moving acoustic
source traveling at a constant speed with straight trajectory.
This solution has a great advantage compared to the existing
methods, because it only needs one microphone and no prior
knowledge on any parameter. The instantaneous frequency
information obtained from the source frequency shift is used
to estimate the speed, the sensor to microphone separation
distance at the CPA time, the frequency and the closest point
of approach time. In this work, the recursive least square
method [18] is used to estimate the IF instead of time-
frequency distributions. The paper is organized as follows:
in the first section, the model descriptions and general
assumptions of the time-frequency analysis used method are
given in details; the second section gives simulations results
and model evaluation; at the end, an experimental tests and
discussions of the obtained results are presented.

1
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Fig. 1. Geometry of the road vehicle localization using a
single microphone.

II. INSTANTANEOUS FREQUENCY MODEL
We consider an acoustic source emitting a constant

frequency f0 waves moving along a linear trajectory at a
constant speed v and range s at the CPA time. These sounds
are recorded by a microphone placed on the ground. The
experimental setup is shown in Fig1. The sound emitted by
the source at time τ is received by the microphone at time
t, as mentioned in Eq.1, the time delay is equal to the ratio
of the distance d and the sound speed in the air ( c =1224
km/h). In this model we assume that the sound speed is not
affected by the atmospheric conditions (temperature, wind,
humidity).

t = τ +
d

c
(1)

Then the separation distance can be derived as:

d = (t− τ)c = (s2 + v2(τ − tc)2)1/2 (2)

Substituting Eq.(2) into Eq.(1) and solving for τ gives:

τ =
c2t− v2tc − [s2(c2 − v2) + v2c2(t− tc)2]1/2

c2 − v2
(3)

The phase of the signal received at time t, denoted by θ(t),
equals the phase of the signal emitted by the source at time τ
plus a constant initial phase. It follows that the Instantaneous
Frequency (IF) of the received signal at time t is given by:

f(t) =
1

2π

dθ(t)

dt
= f0

dτ

dt
(4)

Substituting Eq.(3) in Eq.(4), yields:

f(t) = f0
c2

c2 − v2
(1− v2(t− tc)

[s2(c2 − v2) + c2v2(t− tc)2]1/2
)

(5)
Eq.(5) is function of the parameter to estimate θ = [v, s, f0,
tc ]T .
In [6], [10], [11] the parameters are obtained by minimizing

the sum of the squared deviations of the frequency estimates
from their predicted values.

N∑
j=1

(gtj − ftj)2 (6)

Where gtj is the frequency estimate at time tj obtained using
time-frequency distributions, ftj is the predicted frequency
given by Eq.(5) and N is the time record window.
In this work, we propose the use of a novel closed-form
solution instead of the numerical method to estimate the
parameters. This method is based on the use of the instan-
taneous frequency and its derivatives which gives a direct
estimation with only a few mathematical equations. The
steps of the motion parameter estimation of the source are
expressed as follow:
from Eq.(5) and making t = tc the obtained equation is:

f(tc) = f0
c2

c2 − v2
(7)

The ratio of instantaneous frequency at t and tc is then given
by:

f(t)

f(tc)
= 1− v2(t− tc)

[s2(c2 − v2) + v2c2(t− tc)2]1/2
(8)

The derivative of the Eq.(8) gives:

f ′(t)

f(tc)
= − v2s2(c2 − v2)

[s2(c2 − v2) + v2c2(t− tc)2]3/2
(9)

For t = tc, Eq.(9) becomes:

f ′(tc)

f(tc)
= − v2

[s2(c2 − v2)]1/2
(10)

After some workout, the parameters are expressed as follow:
v is given by :

v2 =
c2[(t− tc)f ′(tc)]2[f(tc)− f(t)]2

([(t− tc)f ′(tc)]2 − [f(tc)− f(t)]2)f(tc)2
(11)

The source’s fundamental frequency is estimated from
Eq.(7).

f0 = f(tc)(1−
v2

c2
) (12)

The range is estimated from Eq.(10) as follow:

s = − f(tc)v
2

f ′(tc)(c2 − v2)1/2
(13)

This solution provides a faster and less complicated algo-
rithm for a ground moving acoustic source motion parameter
estimation [16]. Algorithm 1 summarizes the different steps
of the proposed closed-from solution.
In order to estimate the performance of the proposed closed-
form approach in term of computation time and simplicity,
a comparison was fulfilled with the algorithm proposed
by Ferguson et al. [6], this algorithm was implemented in
MATLAB using fminsearch function for this purpose. The
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• Signal record

1) Fix the time record window N
2) Noise suppression with a band pass filter of a

cut off frequencies fc1 and fc2

for t← 1 to N do

1) Estimate of the instantaneous frequency f(t)
from the signal y(t).

2) High frequency noise reduction using a low
pass smooth filter with a cut off frequency
fc= 1Hz.

3) Numerical derivative f ′(t) computation
of the IF f(t).

4) CPA time tc estimation from the peak of f ′(t).
end

• Motion parameter estimation

1) Estimation of v (see Eq.11)
2) Estimation of f0 (see Eq.12)
3) Estimation of s (see Eq.13)

Algorithm 1: Summary of the algorithm [16].

Fig. 2. Computation time by varying the signal size.

computation time of the motion parameter estimation for
both approaches is computed by varying the signal size.
Fig.2 gives the results of the computation time and shows
that the closed- form solution yields the same results as
those obtained using the numerical method with an optimal
computation time and simplicity. The numerical method con-
verges after 6 iterations from the initial estimate at signal-to-
noise ratio of 30dB, which explains the important difference
in the computation time between the two estimators for large
signal size.

Table I. RMSs obtained using both methods for the estima-
tion of the range, the speed and the source frequency.

RMSs Range(m) Frequency(Hz) Speed(km/h)
Analytical solution 0.0699 0.9357 1.10 10−6

Ferguson et al. [6] 0.0790 0.9472 0.924 10−6

III. SIMULATION RESULTS
The closed-form solution in this application is validated

using a computer simulations and real passive acoustic data.
Numerical simulations are performed using 1024-point test
signal y(t), this signal is modelled as the sum of a tonal
noise signal corrupted by additive white Gaussian noise with
a maximum amplitude of 1 unit at signal to noise ratio of
10 dB. The motion parameter values in these simulations
are, f0=125Hz, s = 70 m. For the first generated signal
(Fig.3.a), v=54 km/h and for the second (Fig.3.b), v= 108
km/h. The data are sampled at 300Hz and the closest
point of approach is situated in the middle of the acquisition
time. A recursive least square (RLS) adaptive instantaneous
frequency estimation method is used to extracted the IF of
the signal. This method is based on extracting the peak of
a short-time linear prediction based spectral estimate [18],
[19].
The motion parameters are estimated using the procedure
described in the algorithm 1. The results are given in the
tables of Figures (3.a and 3.b), where the estimated values
are compared to the actual ones. It can be seen that the
motion parameters obtained from the estimation are in close
agreement with those simulated.
Table I contains the root mean square error (RMSs) obtained
from the closed- form solution and Ferguson et al. [6]
method. The above studies shows that the two methods reach
approximately the same results for the parameter estimation,
and the novel closed-form solution can successfully be used
for the motion parameter estimation of a ground moving
source.

IV. REAL LIFE EXPERIMENTS
This experiment demonstrates the use of the novel

analytical solution with a real passive acoustic signal. The
experiment was conducted in free field where a vehicle
traveling at a speed v in a direction nominally horizontal
to the sensor. In order to overcome the reflections from the
ground and the acquisition materials, a wireless microphone
were used and positioned at a height of about 1 meter from
the ground (see Fig.4). The background noise level and the
wind were moderate. Various transits of the vehicle were
carried out, in the following real passive acoustic signal, the
nominal motion parameters values are v = 39.6 km/h, s= 3
m, tc is in the middle of the acquisition window. The source
frequency of the source is f0= 215.3 Hz (see Fig.5).
The motion parameters estimated using the closed-form
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Fig. 3. In dotted (blue) line the estimated instantaneous frequency using the RLS method, in solid line (green) the real
instantaneous frequency law. The two tables show the results of the parameter estimation using the analytical solution
developed above for two simulated signals.

Fig. 4. Real life experiment.

Table II. The results of the motion parameter estimation for
a real recorded signal.

Frequency(Hz) Speed(km/h) Range(m)
Experimental values 215.3 39.6 3.5
Analytical solution 219.73 46.8 4.04

solution are shown in the table II, and are found to be in
close agreement to measured experimental values.
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Fig. 5. Stationary Peugeot 4008 sound measurement set up
is illustrated. In the measurements, the engine measurements
were taken with a microphone approximately 1m away from
the center of the engine. The strongest peak in the Fourier
transform of the engine microphone data (the sampling
frequency Fs = 44100Hz) is 215.3 Hz corresponding to
f0. Harmonic components and additional peak due to the
environmental noise are also are also present in the signal
with weak energy.

V. CONCLUSION
A simple solution for estimating the motion parameters

of a ground moving acoustic source using a single sensor is
proposed. This method enables to eliminate the complex and
time consuming numerical iterative methods, and simplifies
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the localization algorithm to a few mathematical equations.
The robustness of this solution was validated through nu-
merical simulations and real recorded data. To evaluate the
performance, results were compared to those obtained using
Ferguson et al. [6] method and confirmed that the used
closed-form solution performs well and as expected. The
usefulness of this analytical solution is demonstrated using
a real-life passive acoustic signal for which the motion
parameters were accurately known.
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ABSTRACT 

In this article, we propose a new 
temperature sensor based on 6 MOSFETS 
transistors to minimize the surface, the 
characteristics of these transistors and the 
proposed architecture given to us a good 
result on the linearity dimension, the 
transistors are polarized in the sub-threshold 
area to reduce energy consumption. 

the temperature range realized give us a 
space to use in different areas for radio 
frequency identification (RFID) applications. 
The sensor has a low power consumption of 
38nW, a supply voltage of 1.4V and a 
sensibility of 0.5mV / ° C in the temperature 
range of -100 ° C to 100 ° C. The simulation is 
carried out with the OrCAD PSpice software. 
Key Words: low power consumption, 
MOSFET, RFID, sub-threshold, temperature 
sensor. 

 
1. INTRODUCTION 

Over the last decades, the Radio 
Frequency Identification (RFID) tags have 
been used largely in our life, such inventory, 
manufacturing management, 

monitoring the temperature of food and 
Substances [1,2], the human body and patient 
[3,4,5]. 

Two categories of RFID tags are used: 
passive and active. Passive tags do not 
incorporate power supply hence their size can 
be extremely reduced. Active tags supplied 
with a battery such the tag detection is 
possible from a hundred meters [6]. Our 
proposal is based on the active tag. 

Temperature measurement is critical in 
many fields as it affects most physical, 
electronic, chemical, mechanical and 
biological systems. To measure the 
temperature there are many topologies that  

use different electronic elements such as 
resistors, BJT transistors and/or MOSFET 
transistors [7,8]. 

The latter is almost the most used in RFID 
applications because of its features in the 
area of energy consumption [5,9]. 

Often the design methodology is based on 
power proportional to absolute temperature 
(VPTAT) and power complementary to 
absolute temperature (VCTAT) [10,11]. 

To convert the voltage produced by the 
sensor core to digital we use an analog to 
Digital Converter (ADC), it has the ability to 
be controlled according to RFID digital 
control, therefore it can be disabled to reduce 
power consumption when this is not 
necessary. 

This work presents a temperature sensor 
core circuit based on MOSFET technology 
which can be used in active tags to achieve 
high linearity wide range temperature 
measurements. 

 
 

2. ANALYTIC ANALYSIS OF THE 
PROPOSED SENSOR CORE CIRCUIT 
 

The circuit is supplied with a low DC 
power and based on 6 MOSFET transistors 
functioning in the sub-threshold region. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure. 1. VPTAT and VCTAT generator 
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The design of the sensor core is based on 
generating two voltages linearly related to 
the temperature: VPTAT and VCTAT as 
shown in Figure. 1. To simplify the analysis 
of the circuit, we will use the following 
approximate formula of the sub-threshold 
MOSFET drain current. 
 

  exp( )(1 exp ),
V

i
v vGS DSISD s t

t

th

t 

− −
−= −            (1) 

Where: 
,IS s t− is the sub-threshold saturation current, 

vGS  is the input gate-source voltage, Vth is the 

threshold voltage, is sub-threshold swing 

parameter, vDS  is the drain-source voltage. 

The thermal voltage is given by 
 
                                kT

t Q =                            (2) 

      Where k is the Boltzmann constant, T is the 
temperature, q is the elementary charge. 

       As vDS  is much larger than t , the second 

term in the  equation (1) can be neglected and the 
equation can be rewritten as  

      ' ( ) exp( )2 V VW gs thI knsu L
t

t
b 



−
=     (3) 

    Where 'kn = Cn ox  is called the process 
conduction parameter, W is the channel 
width and L is the channel length. 
VPTAT voltage is the voltage difference 
between the gate-source voltages of 
transistors M2 and M3, hence 

 
2 3V V VPTAT gs gs= −  

      
' 3( ) ( )2 3' 2

ln kn V Vtt h th
kn

= + −   (4) 

     VCTAT voltage is the complement to VDD of 
the voltage difference between the gate-
source voltages of transistors M2 and M1 

 
1 2V V V VDDCTAT gs gs= + −  

 
'
1 )l 1n( ) ( 2'
2

knV V VDD th thkn
t= − + −  (5) 

 
      In this paper, we focus on the linearity 
and the measurement range and we will give 
the difference voltage Vdiff between VPTAT and 

VCTAT as it will be used by the voltage-to-time 
converter not presented in this work. 

 
 ( ) ( )V Vptat T Vctat Tdiff = −   (6) 

       The x-coordinate of the intersection point 
between VPTAT(T) and VCTAT(T) is called the 
reference temperature T0. After 
reformulating equation (6) and using 
equation (2) we obtain 

 ( )0V a T Tdiff = −   (7) 

where a  is the sensitivity or the slope of 
the voltage diffV  vs temperature. 

 
3. SIMULATION RESULTS 

    The simulation tool used in this work is 
Orcad Pspice16.6. The main objectives are 
the design of a temperature sensor core with 
high linearity, large range temperature, low 
power supply and low energy consumption. 

The output signals of the proposed 
temperature sensor core, VPTAT and VCTAT, are 
shown in Figure. 2.   

(a) 
 

(b) 
Figure.2. The simulation results for a 

temperature range from -100 ̊C to 100 ̊C, (a) 
VPTAT, (b) VCTAT. 
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For the temperature range from -100 ̊C to 
100 ̊C, the output signal has a good linearity 
with a coefficient of determination  
𝑅2 =0.9994 for VCTAT and 𝑅2 = 0.9997 for 
VPTAT.  

The slopes are slightly different in 
comparison to the expected theoretical values 
in equation (7). 

 The reason is that threshold voltages and 
other parameters in reality depends on 
temperature. 
 

Figure. 3. a show the variation of the 
output voltages VPTAT (a), VCTAT (b) versus 
temperature in the interval from −100 °C to 
100 °C.  

In the studied temperature range, the 
VPTAT voltage increases from 651 mV to 986 
mV and the VCTAT voltage decreases from 746 
mV to 411mV, Thus the sensibility is around 
0.5 mV per degree Celsius for both voltages.  

 

 
Figure. 3.  The variation of VPTAT, VCTAT and 

difference voltage versus temperature. 
 

As the battery voltage of an RFID sensor 
decreases with time, it is important to study 
how this affects the long-term stability 
(linearity and range in our case) of the sensor. 

Figure. 4 shows the effect of the power 
supply on both VPTAT (c)and VCTAT (d). We 
started with VDD=1.50V which is three times 
the threshold voltage (all transistors have the 
same threshold voltage), that is the limit of 
the sub-threshold region.  
      As we decrease VDD we go towards the 
blocking region and the linearity interval is 
more and more reduced. 

 

 
(c) 

(d) 
Figure. 4.  The effect of supply power on 

VPTAT (c) and VCTAT (d) 
 
4. CONCLUSION 

This paper presents an analysis and 
topology of a low-power temperature sensor 
in CMOS technology, the core of the sensor is 
designed in the temperature range of -100 ̊C 
to 100 ̊C, for different application RFID. This 
temperature range is considered as wide in 
comparison to other works [1,12]. 

The simulation results have shown that 
good linearity and accuracy [13], for a low 
power all MOSFETS transistors of the sensor 
core work in the sub-threshold region, the 
measured data showed that the linearity 
Affected by the supply power Vdd and the 
characteristic of the transistor. 

The consumption of the core sensor is 
24nW at 25°C.with power supply of 1.4 V, the 
sensibility is around 0.5 mV/°C. 
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ABSTRACT 

Home-based ankle exercises are often 
preconized by therapists to recover some 
ankle pathologies like ankle ligament sprain, 
or for proprioceptive enhancement for 
athletes. The traditional wobble board 
remains the principal passive tool preconized 
due to its simplicity, ease of access and cheap 
price, but it gives no information to either the 
clinician or the patient to analyze the 
exercises. In order to enhance wobble boards 
with the capability to quantify exercises, we 
present the “WobbleBox”, an instrument to 
use on any wobble board or unstable surface. 
The WobbleBox contains an accelerometer to 
record angles and sends data wirelessly via 
Bluetooth to dedicated software for the time 
spent calculation (?) and displays dots on 
various region of the wobble board in real 
time. The developed application offers to the 
clinician an access to the data and offers to 
the patient an interactive platform to 
effectively track his/her rehabilitation 
protocol or simple proprioceptive 
enhancement exercises. 
Key Words: instrumented wobble board; 
ankle exercises, proprioceptive enhancement.  

 
1. INTRODUCTION 

The ankle sprain is one of the most 
common trauma diseases that affect different 
categories of people. Athletes who practice 
sports register the highest ankle injury [1] as 
running and jogging (25%), soccer (14%), 
racket sports (20%) and ball games (19%) due 
to the high solicitation of the ankle 
articulation during their movements such as 
landing on inverted foot. Inadequate 
rehabilitation can lead to chronic ankle 

instability [2]. On the other hand, sportsmen 
need to enhance their stability capabilities to 
improve the proprioceptive ability and reduce 
the experience of ankle sprain. After an ankle 
sprain, the muscle retains a motor deficiency 
of muscle strength and damages to the 
mechanoreceptor of the ligament which 
results in a functional ankle instability that 
manifests as proprioceptive deficit, muscular 
weakness, loss of balance control, and 
abnormal ankle movements [3]. Hence the 
need for a functional and orthopaedic 
neuromuscular rehabilitation, adapted and 
controlled, is highly recommended to avoid 
these functional disorders. 

The main objectives of rehabilitation are to 
treat disabilities caused by the stroke and to 
help the sprained subject in reintegrating 
society as much as possible by allowing him 
to regain his/her total joint mobility, 
correcting his/her walk, and recover his/her 
proprioceptive capability. This recovery is 
possible by developing muscular and joint 
strength for a total ankle flexibility. This 
neuromuscular proprioceptive 
reprogramming was introduced by Freeman 
et al. [4] who described the link between 
postural stability alterations and chronic 
ankle instability and the disorder caused to 
the mechanoreceptor residing in the ankle 
ligament after an ankle sprain injury [5]. 

This work led him to design a standing 
plate based on a hemisphere as a balance 
platform in order to reproduce a balance 
training that moves on two axes. The 
standing plate allows the restoration of the 
capability of the mechanoreceptor located in 
muscles and ligaments to retrieve their 
proprioceptive function by the 
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reprogramming of neuromuscular control. 
This platform, often called a Freeman plate, 
a balance board or a wobble board is 
nowadays the common tool used for the 
rehabilitation of the ankle. The literature 
review of Postle & al [6] shows the 
effectiveness of proprioceptive exercises for 
ankle injury. McGuine & al [7] showed the 
results of balance training to prevent ankle 
sprains. Verhagen & al [8] proves that the use 
of proprioceptive balance board program in a 
volleyball team is effective for prevention of 
ankle sprain recurrences. 

 

 
Fig. 1. Examples of proprioceptive ankle 

exercises 
 
Several wobble boards are embedded with 

sensors and enhanced with functionalities to 
increase the effectiveness of the exercises by 
offering to the user an interactive tool that 
assists him/her in the rehabilitation process 
and by offering to the patient more 
motivation to perform the preconized 
exercises. Karime & al [9] developed the E-
Wobble, a board for the ankle and toe 
rehabilitation by using a sensitized wobble 
interface with a game to motivate the patient. 
Parameters such as Jerkiness and angular 
velocity [10] are extracted as benchmarks to 
examine healthy subjects’ training 
performances and to make references by 
analysing how smooth the movements are. 

The objective of this work is to transform 
any traditional wobble board into an 
ambulatory instrument to assist persons who 
want to increase their proprioceptive 
performances, or need rehabilitation 
exercises, to perform training interactively by 
following the evolution of the exercises 
through a real-time interface that shows the 
tilt angles of the platforms in three different 
regions. To do this, we have developed the 
“Wobble Box”, an instrument that can be 
installed on any wobble board or unstable 
surface. The Wobble Box communicates with 
dedicated software to display data such as 
angles of variation, time spent on each region 
and percentage of time in real time. 

Moreover, it provides the therapist with a 
database containing extracted parameters to 
evaluate the process and adapt the exercises. 

 
2. SYSTEM DESCRIPTION 

A. Angles measurements 

   In order to measures angles and detect 
impacts, we use an Invensens MPU6050 
Inertial Measurement Unit (IMU) containing 
an accelerometer and gyroscope in order to 
perform a 6 Degree of freedom (DoF) 
measurement unit. This motion tracking 
sensor has a low power consumption (9.3uA) 
and contains an integrated built-in digital 
motion processor DMP. The system principle 
is presented in Fig.2.  
 

 
Fig. 2. System principle 

 
B. The Wobble Board 

   A general-use wobble board (Domyos 
Balance board, Oxylane, Villeneuve d’Ascq, 
France) was used as the unstable surface. It 
is a common cost-effective, commercial 
wooden wobble board of the FREEMAN type 
used for muscle toning, balance and 
coordination. Its characteristics are 1.25kg in 
weight, 39.5 cm in circumference and 7.5 cm 
in height. The maximum tilt angle is 20.79°. 
Any Wobble board or unstable surface can be 
used with the instrument, one of conditions 
being that it has the same angle tilt range in 
all directions. 

C. Instrumentation 

   To offer a full-duplex wireless 
communication between the wobble board 
and the software, we use a HC-06 bluetooth 
module. The module is powered by 3.3V 
directly from an integrated battery. The 
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current consumption during communication 
is 8mA. 

   The IMU sensor data are collected by an 
Atmega328p microcontroller via an I2C 
interface, and data are sent by HC-06 
Bluetooth module through serial interface. 
The power is provided by a couple of batteries, 
regulated by a 5V regulator to power supply 
all the electronics. The batteries are charged 
by a TP4056 Lithium-ion charge driver. 
 

 
Fig. 3. Electronics architecture 

  

 
 

Fig. 4. The Wobble Box disassembled. Left 
up is the HC-06 Bluetooth module. On the 

bottom left is the TP4056 Li-ion battery 
charger. In the middle is the Inertial Motion 
Unit MPU6050 and on the right the Arduino 

board. The batteries on the left gives an 
output of 7,4V. 

 
D. The developed Software 

   The aims of our device being to be accessible 
by anyone and to offer a visual feedback to 
track balance exercises or an ankle sprain 
rehabilitation, we have developed a software 
that displays and records the user’s 
performances and stores them on local 
database. First the connection link must be 

achieved with the platform through serial 
com.  

   Predefined data for a general wobble board 
(Domyos) can be chosen on the interface. The 
angles are divided into 3 equal regions, but 
can be modified and adapted according to 
user choice. The maximum angle can also be 
chosen through a calibration function to 
estimate the maximum angle and stored. To 
do so, the user must click on the “calibrate” 
button and tilt the platform. The maximum 
angle will be automatically stored. The 3 
regions will be automatically calculated and 
displayed. The user can still change the 
values at any time. 

   The default recording duration is 1 of 
minute, which can be adjusted. After hitting 
start to record, 10 seconds are left for the user 
to stand on the surface then the record starts 
for the specified duration. 

   The software displays dots that represent 
the tilt angle in pitch and roll in real-time. 
The dots are displayed in three different 
colours which represent the three different 
regions, green for the most difficult, yellow for 
the intermediate and red for the maximum 
angles which results in bad region. 
 

 
  

Fig. 5. WobbleBox software usage 
 
3. METHODS 

A. Region Time Spent 

   To analyze and quantify the performance of 
the ankle exercises, the system provides the 
time spent on three regions. The time spent 
is displayed in milliseconds and in percentage 
of total time. 
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Fig. 6. The 3 different ranges of tilt angles 

for the used wobble board. 
 
   As shown in Fig.6, the wobble board used 
has a maximum angle of 20.8°, so region I is 
limited to 6.5°, region II ranges from the 
latter up to 13°, and region III ranges from 
the latter up to 20.8°. This last region is 
larger than the two others by 0.2°. These 
values are automatically calculated by the 
software during calibration, and can be 
adjusted manually by the user. 

B. Procedure 

   The dots are displayed at a rate of 20Hz. 
The time spent in each region (TR1, 2, 3) is 
displayed in second and the percentage of 
total exercise time (%R1, 2, 3) are displayed 
simultaneously. To display the feasibility and 
reliability of our system, we performed tests 
with 2 persons to give an example of the 
results of the system outputs. Each person 
performed 3 kinds of exercises, Eyes Opens 
on One Leg (EOOL), Eyes Opens on Two Legs 
(EOTL) and Eyes Closed on Two Legs 
(ECTL). Fig.7 shows a person with three kind 
of exercises. 
 

 
    
Fig. 7. Person with three kind of exercises, 
from left to right EOTL, ECTL, EOOL. The 
Wobble box is positioned according to foot 

orientation 

4. TEST AND RESULTS 

  
   At this stage, our goal is to demonstrate the 
capabilities of the wobble board connected to 
a dedicated application to record data for 
analysis, as well as the real-time feedback to 
the user. Fig.6 shows an example of a report 

of data extracted from a healthy person (no 
ankle sprain or equilibrium disorder) who 
didn’t experience an ankle injury or other 
lower limb musculoskeletal, neurological or 
any other disorder which can affect stability. 

   We conducted tests on two persons with no 
stability or musculoskeletal disease. These 
persons don’t practice any sport that can 
increase their stability, however they were 
given an opportunity to familiarize 
themselves to the board before proceeding to 
the recordings. 
 
Table 1 
Time spent and percentage of time in second 
for each region. Three Exercises done by two 
persons 
 

 
   The results show no important evolution in 
the performances between the two persons. 
As expected, the percentage of time spent in 
region 3 is high in all exercises only for person 
1 in EOTL. The time spent in region three for 
eyes closed is greater than for EOTL. For 
person 2, in EOTL the results are stable 
between the two first regions compared to 
other exercises and the other person. 
 
5. CONCLUSION 

   In this work we have presented the 
development of the “Wobble Box”, an 
instrument which enhances any balance 
exercise on an unstable surface or wobble 
board to an interactive one with real-time 
feedback of the pitch and roll angles and 
display as dots on a dedicated software. The 
software divides the tilt angle ranges into 
three regions and gives the time spent on 
each one and percent time from total time. A 
test was realized with one person to 
demonstrate the feasibility of the device. 
More experience such as eyes open and with 
different legs must be done to investigate and 
compare the performances with different 

  TR1 TR2 TR3 % R1 %R2 %R3 

P1 

EOTL 29 32 11 40.27 44.4 15.1 

EOOL 13 22 43 16.6 28.2 55.1 

ECTL 5 12 56 6.8 16.6 76.7 

P2 

EOTL 21 19 32 29.1 26.3 44.4 

EOOL 2 29 42 2.7 39.7 58.3 

ECTL 4 18 50 5.5 25 69.4 
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persons profiles (older, sportive, person with 
ankle sprain disease) to evaluate the stability 
performances. 
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ABSTRACT 

This work deals with thermal mass 
flowmeters. Thermal mass flowmeters 
fabricated by hot wire anemometers 
technology using the thermal domain for the 
measurement of fluid flow are discuss. 
Attention is paid to geometry of the sensors. 
Thermal anemometer flow sensor may 
comprise a heater and several temperature 
sensors. They convert the flow energy over 
heat transfer into electrical signals. The aim 
of this work is to propose thermal mass 
flowmeter for measuring natural gas in 
transaction operations, where it is unusually 
used. Basic type of thermal flow sensor 
anemometer is used and discussed. 

 
Key Words: Flow sensor, hot wire 
anemometer, thermal flowmeter, flow rate. 

 
1. INTRODUCTION 

In naturel gas industry, various type of 
instruments are used to calculate volume 
flow rate such as Orifice place, turbine and 
ultrasonic meters. The alternative of 
measuring mass flow rate is possible 
employing Coriolis and thermal mass 
flowmeters, but still now, none of these 
devices is used in natural gas fiscal metering 
plants [1, 2, and 3]. The measurement and 
control of gas flow rates is critical in many 
engineering applications [4]. Thermal flow 
sensors are widely used in various 
applications for both liquids and gases [5, 6]. 
They have great utility in a number of diverse 
applications requiring monitoring of gas or 
fluid flow including flow cytometry, 
cleanroom environmental monitoring, wind, 

gas chromatography, wall shear stress, and 
viscosity measurements [6]. Flow rate 
determination is an important concern in 
many cases, including laboratory, industrial 
and medical applications. Thermal flow 
sensors have various advantages in 
comparison to other technologies, such as 
minimal flow restriction, absence of moving 
parts, low maintenance requirements, low 
cost [7]. Another reason for the large interest 
in thermal flow sensors is the advantages 
gained through miniaturization: low power 
consumption, higher sensitivity to low flow 
rates, and ease of use with different modes of 
operation [8].  A thermal flow sensor consists 
of a heater and one or more temperature 
sensors. The effects caused by heat transfer 
are evaluated in different ways, which 
correspond to the operating modes of a 
thermal flow sensor. Measuring the heating 
power or heater temperature and feeding 
back to heating current allow the heater to be 
controlled in two modes: constant power and 
constant temperature [9, 10].  We can classify 
thermal mass flow meters in function of three 
different principles: thermal anemometers, 
calorimetric flow sensors, and time-of-flight 
flow sensors. Figure.1 illustrates the 
principles [11]. Thermal mass flow meters 
that measure the effect of the flowing fluid on 
a hot body are called hot-wire or hot-film 
sensors.  The displacement of temperature 
profile around the heater which is modulated 
by the fluid flow are calorimetric sensors. 
Thermal mass flowmeters based on a heat 
pulse created at the heater and fed to the 
fluid, and a temperature sensor located 
downstream to detects  the time between the 
pulse and the response of the sensing element 
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determines the flow velocity are called time-
of-flight sensors [12, 13]. Calorimetric flow 
sensors and time of flight sensors require two 
or more elements. By adding sensing 
elements, they can be made direction 
sensitive [11, 14]. The structural and 
electronic simplicity of thermal flow sensor 
make of them easily integrated into the 
micromachining fabrication process. They are 
the oldest type of micro machined flow 
sensors [11].  In this work, we present the 
design and characterization of thermal mass 
flow meters based on thermal anemometer 
flow sensor. Attention is paid to geometry of 
sensors.  Data use for simulation are from a 
gas field situated in the south of Algeria. 

 
2. THERMAL MASS FLOW METERS 

The Full paper has to be submitted 
electronically via Easy Chair Platform. 
Thermal flow meters measure the mass flow 
rate directly, they are based on a variety of 
operating principles, but most involve heat 
dispersion. The associated physical quantity 
measured by the meter is the mass velocity or 
the mass flux that flows through a unit cross-
section [15]. Figure 1 illustrates the complete 
transduction process for thermal flow sensor 
with a voltage output signal. As, it is shown 
two transduction processes take place, first, 
the mechanical signal (mass flow) is convert 
in to a thermal signal (heat transfer), the flow 
induces a temperature difference which is 
converted into an electrical output signal 
(current or voltage)  [16, 17]. The principle of 
the gas mass-flow measurement is based on 
the fact that the output voltage of the sensor 
element is related to the rate of heat transfer 
deducted between the sensor and the gas. The 
rate of heat transfer depends mainly on the 
gas flow rate (or velocity), as a main effect, 
but also on the gas composition, which 
influences its thermo-physical properties, 
like the thermal conductivity and diffusivity 
[18]. The working range for any mass flow 
sensor dependent on the fluid properties, 
such as thermal conductivity, specific heat, 
and density [16]. The achievement of thermal 
mass flowmeters is attributed to L.V. King 
[19] who in 1914, published his famous King’s 
Law revealing how a heated wire immersed 
in a fluid flow measures the mass velocity at 
a point in the flow. King called his instrument 
“hot-wire anemometer” [20]. Figure 2 shows 

the two configurations of thermal mass flow 
meter and its major components. In-line 
flowmeters measure the total mass flow rate 
flowing through the pipe and insertion flow 
meters have the same major components as 
in-line flow meters, but not a flow body [20]. 

 

 

Figure. 1: The three signal domains and the 
signal transfer process of a thermal flow sensor 

[17]. 

Figure. 2: The two configurations of thermal 
mass flow meter [3]. 

 
2.1. Thermal flow sensor 

A thermal flow sensor generally consists of 
a heater and one or more temperature 
sensors. Depending on the heated element in 
a thermal anemometer, sensors of this type 
are called hot-wire, hot-chip, or hot-film 
anemometers [8, 11]. 

As shown in Figure.3 the flow sensor of 
both in-line and insertion configurations has 
an electrically heated velocity sensor and a 
fluid temperature sensor immersed in the 
flowing fluid. Figure.4 shows a typical 
thermal mass flow sensing element, it 
consists of two sensors: a mass flow sensor 
and a temperature sensor, which 
automatically corrects the changes in gas 
temperature, Both sensors are referenced 
grade platinum resistance temperature 
detectors (RTDs).The electrical resistance of 
RTDs increases as temperature increases 
[16]. The hot wire anemometer use a small 
electrically heated element to measure fluid 
flow velocities. Its principle is based on the 
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heat transfer convection from a heated 
element placed in the fluid flow, hence the 
changes in the fluid medium will cause an 
alteration in the sensor heat loss [21]. 

 
Figure. 3: Industrial thermal mass flow sensing 

element consists of two sensors [16]. 

 
In practice, the fluid temperature sensor 

measures the fluid temperature Tf. The 
sensor drive in the transmitter delivers an 
electrical power to the velocity sensor. This 
last is heated in return to an average 
temperature T higher than the fluid one. The 
heat transferred from the velocity sensor to 
the flowing fluid provide the desired 
measurement of the fluid mass flow rate Qm. 

The front end of the flow sensor drive is 
often an analog Wheatstone bridge circuit. 
The velocity and the fluid temperature 
sensors are located on opposite legs of the 
bridge. This provides analog compensation of 
changes in fluid temperature. The bridge 
voltage is a high-level output signal rounding 
several volts [20]. 

Figure. 4: Schematic of in-line thermal mass 
flowmeter with Wheatstone bridge arrangement 

[22]. 
 

 
 
 

2.2. Constant temperature anemometer 
architecture   

 
Thermal anemometers can be run in 

several different modes. Constant 
temperature anemometer (CTA) and 
constant current anemometer (CCA) [11], the 
first one is considered here. The major 
advantage of maintaining hot-wire at a 
constant operational temperature (constant 
resistance) is that the thermal inertia of the 
sensing element is automatically adjusted 
when the fluid flow conditions change. The 
mode of operation is achieved by 
incorporating a feedback differential 
amplifier into the hot-wire anemometer 
circuit [23]. The mode of operation used here 
is Constant Temperature Anemometry 
(CTA); its bridge circuit is shown below in 
figure.5. Initially the bridge is balanced by 
adjusting the variable resistor R3 while the 
rest of resisters are fixed. The flow velocity 
variation causes the change in the resistance 
R1 and to keep this last constant, a power is 
needed to feed the sensor [21, 24]. 

Figure. 5: Schematic of a constant temperature 
anemometer [17]. 

 
2.3. Hot wire equation   
 

The equation which model the hot wire 
behaviour will be used to study its steady 
state response is given by:  

𝑤 = 𝐼 R = ℎ(𝑣). A . T − 𝑇  
If current I is passed through a resistive 

element, the element is heated to a 
temperature T which is greater than Tf the 
fluid temperature. The temperature of 
resistive element T and resistance RT 
harmony between electrical power I2RT and 
the rate of total convective heat transfer 
between element and fluid. The first low of 
thermodynamic experiment the equation of 
heat balance as: 
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𝑤 = 𝐼 R = ℎ(𝑣). A . T − 𝑇 +

𝑚𝑐   

With: 
m: Wight of the wire [Kg]; 
c: calorific capacitor of wire [J/Kg.K]; 
If  I0, RT0, T0, v0 represent steady equilibrium 
conditions then:  

 𝐼 R − ℎ(𝑣 ). A . T − 𝑇 = 0 

If ∆I, ∆R, ∆v and ∆T are the small 
deviations from the above equilibrium values, 
we have: 

𝐼 = 𝐼 + ∆𝐼     ;    𝑅 = 𝑅 + ∆𝑅  
𝑇 = 𝑇 + ∆𝑇     ;    ℎ(𝑣) = ℎ(𝑣 ) + 𝜎∆𝑣 
 

𝜎 =   is the rate of change of h , calculated at 

equilibrium v0 from (1) and (2), we have: 
 
 (𝐼 + ∆𝐼) ( 𝑅 + ∆𝑅 ) − (ℎ(𝑣 ) +

𝜎∆𝑣)(𝑇 + ∆𝑇)𝐴 = 𝑚𝑐
∆

( 𝑇 + ∆𝑇) (4) 

Neglecting all the terms involving the 
multiplication of small quantities gives: 
 𝐼 + 2𝐼 ∆𝐼 𝑅 + 𝐼 ∆𝑅 −

ℎ(𝑣 ) 𝑇 − 𝑇 𝐴 − ℎ(𝑣 )∆𝑇. 𝐴 − 𝜎𝐴 𝑇 −

𝑇 ∆𝑣 = 𝑚𝑐
∆

    (5) 

Subtracting (3) from (5) gives: 
2𝐼 𝑅 ∆𝐼 + 𝐼 ∆𝑅 − ℎ(𝑣 )∆𝑇. 𝐴 −

𝜎 𝑇 − 𝑇 ∆𝑣. 𝐴 = 𝑚𝑐
∆

   (6) 

Replacing ∆T by α can be eliminate by setting 
resistive coefficient of element, we found: 

 
( )

− 𝐼 ∆𝑅 +
∆

  =

2𝐼 𝑅 ∆𝐼 − 𝜎𝐴 𝑇 − 𝑇    (7) 

∆𝑅 + 𝜏
∆

= 𝐾 ∆𝐼 − 𝐾 ∆𝑣  (8) 

Where: 
𝜏 =

[ ( ) ]
    𝐾 =

[ ( ) ]
 

 

𝐾 =
𝛼𝜎𝐴 𝑇 − 𝑇

[ℎ(𝑣 )𝐴 − 𝐼 𝛼]
 

 The Laplace transform of eqt. (8) gives: 
 (1 + 𝜏 𝑠)∆𝑅 = 𝐾 ∆𝐼 − 𝐾 ∆𝑣  (9) 
The transfer function of thermal velocity 
sensor: 
 ∆𝑅 =

( )
∆𝐼 −

( )
∆𝑣            (10) 

The block diagram of thermal velocity sensor is 
below: 

 
 

Figure. 6: Block diagram of thermal velocity 
sensor. 

 
3. CONSTANT TEMPERATURE 
ANEMOMETER SYSTEM 

The steady state equilibrium equation for 
a fluid velocity sensor with self-heating 
current is:  

 𝐼 R = ℎ(𝑣). A T − 𝑇             (11) 
In the operating mode of the CTA, 

resistance Rw and the temperature Tw of the 
sensor are maintained at constant values. 
From (11) we see that if the fluid velocity v 
increases, it will cause an increase in h(v), the 
system must increase the current I through 
the sensor in order to restore balance. In the 
rest of our study, we will work with the 
universal correlation of Kramer proposed for 
flow sensors: 

 
𝑁𝑢 = 0.42𝑃𝑟 . + 0.57𝑃𝑟 . 𝑅𝑒 .            (12) 

ℎ = 0.42𝑃𝑟 . + 0.57𝑃𝑟 .
.

      (13) 

So: 
ℎ = 𝐴 + 𝐵 √𝑣 

Where: 
 

𝐴 = 0.42. 𝑃𝑟 .   ,       𝐵 = 0.57𝑃𝑟 . ( ) .   

So: 

 
( )

= 𝐴 + 𝐵√𝑣            (14) 

With: 
𝐴 = 𝐴                  and               𝐵 = 𝐵  

𝐸 = 𝐼𝑅  
𝐸 = 𝑅 (𝑅 − 𝑅 ) 𝐴 + 𝐵√𝑣  

     𝐸 = (𝐸 + 𝛾√𝑣) .            (15) 
  

𝐸 = 𝑅 (𝑅 − 𝑅 )𝐴  and       𝛾 = 𝑅 (𝑅 − 𝑅 )𝐵 
 

3.1 Dynamic characteristics of CTA  
The classic architecture of a CTA base on 

Wheatstone bridge is illustrated in figure.7. 
This architecture allows us to extract 
equations representing each block of CTA. 

254 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 

 

Figure. 7: Block diagram of CTA. 
 

The characteristic equation of the sensor 
is:  

∆𝑅 =
𝐾

(1 + 𝜏 𝑠)
∆𝐼 −

𝐾

(1 + 𝜏 𝑠)
∆𝑣 

The Wheatstone bridge provides a voltage in 
its output. It’s characteristic equation is: 

∆𝑉 = 𝐾 ∆𝑅  
Since the amplifier is used to make the 
balancing of the Wheatstone bridge, and it’s 
the only parameter that can play the role of 
current controller, the output of the amplifier 
is the variation in current represented by the 
following equation: 

∆𝐼 = 𝐾 ∆𝑉 
The output voltage equation is: 

∆𝐸 = 𝑅 ∆𝐼 
The change in the resistance of the bridge is 
represented by the following equation: 

∆𝑅 = ∆𝑅 − ∆𝑅  𝑠𝑜 ∆𝑅 = −∆𝑅  
From these equations, we found: 

−1

𝑅 𝐾 𝐾
∆𝐸 =

1

(1 + 𝜏 𝑠)

𝐾

𝑅
∆𝐸 − 𝐾 ∆𝑣  

So: 
[(1 + 𝐾 𝐾 𝐾 ) + 𝜏 𝑠]∆𝐸 = 𝐾 𝐾 𝐾 𝑅 ∆𝑣 

 
The transfer function of CTA is: 

 ∆

∆
(𝑆) =  

With: 
𝐾 =       and          𝜏 =  

 
 
 
 
 
 
 

Figure. 8: Configuration of CTA electronic circuit 
in Simulink. 

4. CALCULATION OF FLUID 
VELOCITY AND MASS FLOW RATE 

The utility of all these calculations 
resides in the fact that the mass flow rate of 
natural gas can be extracted from the fluid 
velocity. The King’s law relating the power 
and fluid velocity was simulated in Matlab / 
Simulink to get the fluid mass flow rate. A 
voltage variation range corresponding to the 
natural gas flow variation was used in the 
calculation.  
We can derive the relationship that relates 
the velocity on the voltage in the following 
manner: 

  

𝐸 = 𝑅 (𝑅 − 𝑅 ) 𝐴 + 𝐵√𝑣  
So:   

𝑣 = [
.( ).

]   

Equation.17 shows the relation between 
the fluid velocity, the output voltage, 
coefficients A, B, resistances of the wire and 
the fluid. According to existing commercial 
thermal flowmeters, the voltage output 
variation is generally between 2 to 4 volts. 
Hence, the following graph of change of 
velocity v according to voltage variation is 
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obtained: 

 

Figure. 9: The rate of velocity v change according 
to voltage E. 

 
The velocity is inversely proportional to the 

voltage. Low increase voltage causes opposite 
changes in velocity. The next step is to 
calculate the mass flow rate from the 
previous result. The mass flow has no direct 
relationship with the fluid velocity; first, it 
should compute the flow volume then the 
mass flow. The volumetric flow equation is 
given by: 

 𝑄 = 𝑆. 𝑣              (18) 

The mass flow rate is defined by: 

 𝑄 = 𝑄 . 𝜌             (19) 

So: 

 𝑄 = 𝑆. 𝑣. 𝜌             (20) 

 

Figure. 10: Mass flow rate Qm versus fluid 
velocity v. 

 
The mass flow rate increases with the 

increase of fluid velocity. It has a linear 
relationship that validates the theoretical 
relationship found in equation.20.  

 
 

5. CONCLUSION  

The architecture of a hot wire 
anemometer with constant temperature was 
presented and simulated by Matlab/ 
Simulink. Therefore, the numerical study is 
done using a natural gas process variation to 
study the performance of thermal flowmeters 
constructed from thermal hot wire 
anemometer. The results allowed us to 
conclude that hot wire constructed from 
thermal sensor can give meaningful results 
for the calculation of the mass flow rate 
according to the fluid velocity. The counting 
of flow rate using thermal mass flow meters 
has many advantages regarding its direct 
calculation law of flow velocity. The employ of 
some parameters such as fluid temperature, 
heat transfer and fluid physical properties is 
its strong advantage versus other flowmeters 
types.   Following this work, we can say that 
the hot wire anemometer is a technique used 
to measure the turbulence of a fluid. The laws 
established by King facilitated tasks to go 
from velocity of a fluid to its mass flow rate. 
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ABSTRACT 

Given the number of patients coming 
from several regions of Algeria, the 
management of the radiotherapy 
department of the CPMC is overloaded 
therefore the process of treatment of the 
patients is disturbed. Faced with this 
situation, the head of the radiotherapy 
department decided to set up a platform for 
quality control and monitoring the 
radiotherapy department. Knowledge of the 
various indicators, such as the performance 
and condition of the simulation and 
treatment machines, the monitoring of the 
ignition system, the air conditioning, the 
generators or inverters installed in the 
event of a power failure, the measurement 
of the temperature and the humidity in the 
rooms etc., make it possible to improve the 
operating time and the efficiency of the 
machines and consequently the number of 
treated patients. In this article we realized 
a sensor network for the measurement of 
essential environmental parameters such as 
temperature and humidity in radiotherapy 
rooms. We have developed a user interface 
under LABVIEW for data traceability that 
we integrated into the control platform. 
Some results are obtained and described in 
this study. One special PC (the server) is 
used as a data server in order to store all 
data of the system like the check-list of the 
devices, the temperature and the humidity 
data and the physicians and patients’ 
management. 
Key Words:  Sensors network, cancer, 

temperature, humidity, medical procedures, 
radiotherapy treatment,  client/server 
architecture, MySQL databas 
 
1. INTRODUCTION 

Radiation therapy (or radiation oncology) 
is used to treat cancer.The cure of cancer 
in radiotherapy services requires a lot of 
attention and rigor. Many people are 
involved (physicians, technicians, 
physicists and manipulators) to take care 
and to treat patients by using 
dangerous devices like linear 
accelerators. It is not easy to control all 
this persons and to check daily the quality 
of the apparatus (five devices in this 
example). For example, the medical, 
physicist and technical staff of the 
radiotherapy service of “Centre Pierre et 
Marie Curie hospital (CPMC)” is composed 
of fifty (50) persons. 

The proposed system of this work 
permits to avoid some mistakes of 
manipulation and managements. It 
improves the quality of services and 
increases the medical care while 
applying some medical, technical and 
physical procedures. These procedures 
should be applied by the personnel of the 
radiotherapy service. The developed 
program permits the application of these 
procedures. The main purpose of this 
work is to avoid mistakes of manipulation 
that if they occur are deadly for patients. 
Accidents occur till now even in 
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developed countries (USA, France, 
England, etc) [1]-[2]. 

Currently the problem of the quality 
services and the accidents in radiotherapy 
services in the world is not solved [3]-[4]-
[5]-[6]-[7]-[8]-[9]. The first version of this 
system proposed and described in this 
paper is implemented in the radiotherapy 
service of the hospital CPMC in Algiers. 
 
2. COMPUTERS NETWORK 

PLATFORM 

The block diagram of the control platform 
used in this study is shown in figure 1.  
 

 
Figure 1. Local network platform of the 
radiotherapy service. 

We realized a System of Acquisition 
Temperature and Humidity (S.A.T.H). The 
S.A.T.H system is placed in each of the 
treatment rooms in the radiotherapy 
service. The control platform supervises the 
four treatment rooms. The four rooms are 
connected to a central server. In the first 
step, the computer system consists of 4 
personal computers (PC’s), one PC server, 5 
linear accelerators (VARIAN model) [10]-
[11], 2 scanner simulators (VARIAN and 
General Electric), four sensors network of  
temperature and  humidity for the four cure 
rooms. The PC’s are put in a network and 
three of them are used to control the check 
list of the apparatus (linear accelerators). 
These 3 PC’s are put outside the cure rooms. 

The PC server is used as a data server in 
order to store all data of the system (the 
check list of the devices, the temperature 

and the humidity data, physicians and 
patients’ management). Four PC’s are 
devoted to the manipulators (physicians, 
physicists and technicians) to enter their 
coordinates and all medical information 
related to patients during the sessions of 
the radiotherapy simulation and treatment.     

One PC among the four is used to view 
all the screens of the four PC’s linked to the 
four cure rooms in one big screen working in 
real time (active multiple windows). One PC 
is linked to the two simulation rooms. The 
head or the technical manager of the 
radiotherapy services could by this means 
controls and supervises all the machines in 
only one PC’screen.  

Five temperature and humidity sensors 
are used with a serial RS232 port. The port 
RS232 is applied inside the 4 cure and 
simulation rooms with the 3 linear 
accelerators and the 2 scanner simulators. 

This system is used in order to improve 
the quality of services and to increase the 
medical care. 
 
3. MEDICAL PROCEDURE 

INTERFACE LABVIEW 

The manager can better manage the staff 
and supervise the work thanks to the layout 
of a platform that allows him to visualize on 
the screen (figure 2): 

Figure 2: Control platform of the radiotherapy 
 

• List of issues involved in CPMC services 
in real time. 
• The types of anomalies. 
• The number of patients per machine and 
per day. 
• The duration of hardware activation per 
day. 
• The values of the sensors. 

The real time control of the 4 cure 
rooms and achieved by using LABVIEW 
software (version 7.0). The architecture 
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client/server is used by the personnel 
treating (technicians, physicists, physicians 
and the manipulators). The data are stored 
in MYSQL database located in the main 
server by the program [12]-[13]-[14]-[15]-
[16]-[17]. The information about the check-
list of the devices is got in by using a PHP 
sheet and stored in MYSQL database. This 
operation is made only one time a day for 
each machine. The result of the sensor 
information (temperature and humidity) 
and the device’s checklist (physical and 
technical aspect of the machines) will be 
shown in real time on the PC server by a 
LABVIEW program. 
 
4. APPLICATION RESULTS 

The SATH acquisition card represented 
in figure 3 consists of a PIC microcontroller 
"16F88"; a temperature and humidity 
sensor and a display device. 

To realize our sensor network, our choice 
fell on the sensor "DHT22". Its technical 
characteristics seem to meet our 
requirements. It has a very good precision 
(+/- 0.2 ° C and +/- 2% RH).  It is a digital 
sensor (the analog / digital conversion is 
internal to the sensor) of both temperature 
and humidity. It has several advantages: a 
small footprint; a simplification of the 
electrical circuit as well as an economy of 
the inputs / outputs for our microcontroller. 
We have opted for a 7 segment display 
because this type of display allows clarity 
and legibility even at long distance, unlike 
an LCD display of the same size. Our 
display consists of two displays with three 
digits common anode, the one to display the 
temperature and the other the humidity. 
The microcontrollers read the temperature 
and humidity from the sensor and display 
them. Data is transmitted through RS232 
serial port to the platform under LABVIEW. 

 
Figure 3: functional block of S.A.T.H with LABVIEW 
interface 
 

Protocol of communication of the sensor:  
The "DHT22" is equipped with a point-to-
point communication device using only one 
wire (DATA) (in addition to ground). The 
latter makes it possible to connect the 
internal circuit of the sensor to the 
microcontroller and thus transmits the 
temperature and humidity information by 
means of a communication protocol RS232 
port. 

With LABVIEW we have developed a VI 
(virtual instrument) that allows us to 
configure the RS232 serial port and receives 
the data from the sensor and we have 
integrated this code into the overall 
application of the platform. 

 
Format of the transmitted frame: 

 

 
 
Here is an example of the transmitted 
frame: @T; + 021.37; A00; F; 038.92; A00; 00000121;  
38 command character: "Carriage Return" command character 
"Line Feed" 
 
transmission start end of transmission separator 

@ “CR“ et “LF“ “; “ 

 
We have provided our S.A.T.H system an 
error code device to the manipulator in 
order to know the state of  the S.A.T.H real-
time system. T h e  Error codes used are: 

- A00: no error, no corrupted data 
- A01: corrupted data. 
- A02: no response from the sensor 

The graphical interface to be realized with 
LabVIEW (Front- Face) of the CPMC room 
Supervision Platform is shown in Figure 4. 
It includes:  
•  Temperature and humidity curves. 
•  Date and time for recording data. 
• Anomaly: if there are errors concerning 
the sensor or the data. 
•  Thermometer and temperature indicator. 
•  Hygrometer and humidity indicator. 
•  COM port that communicates with SATH 
acquisition card. 
The realization of the SATH is shown in 
Figure 5. 
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Figure 4: Control temperature and humidity with 
Labview interface 
 

 
Figure 5: SATH acquisition card (Temperature and 
Humidity) 
 
5. CONCLUSION 

The Computers network platform 
dedicated to radiotherapy services is 
designed and implemented to improve 
quality service and treatment cure. We 
contributed to the measurement of two 
essential environmental parameters T and 
H (Temperature and Humidity) in the 
radiotherapy rooms.  We have developed a 
user interface under LABVIEW for data 
traceability that we integrated it into the 
control platform. In our future work we plan 
to develop procedures and protocols linked 
to a cognitive system (expert system driven 
by machine learning) combined to a 
workflow process by using the collected data 
(T and H). 
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ABSTRACT 

In this work, we presented a two-
dimensional photonic crystal sensor, which 
the structure is based on  photonic crystal 
micro-cavity coupled to a waveguide. The 
shape of the holes situated in the first row 
above and below line-defect was modified in 
order to improve transmission and quality 
factor. Then we infiltrated the holes nearby 
the resonant cavity being functionalized. We 
vary the number of holes (N= 6, 14, 18, 20, 24 
and 27 holes) to study the mass sensitivity 
(Δλ/N) of the device. In our sensor design, we 
determine that the functionalized hole 
number is N=14. After that, we filled the 
functionalized holes with a change in 
refractive index from n=1.33 to 1.338 with an 
interval Δn=0.002. The sensitivity can 
achieve 150 nm/RIU. All analyses are based 
on the finite difference time domain method 
(FDTD). 
Key Words: Photonic Crystal, Sensor, 
Waveguide, Micro-cavity, Sensitivity. 

 
1. INTRODUCTION 

Photonic crystal (PhC) is a periodically 
arranged dielectric material. The periodic 
variation of the refractive index gives rise to 
a unique band structure, and may have a 
Photonic Band Gap [1, 2] .The adaptation of 
PhC to optoelectronics makes it possible to 
envisage new perspectives, such as the 
production of integrated optical components 
and devices with reduced dimensions and the 
integration of several functions on the same 
substrate. Among these components: 

waveguides [3, 4, 5] , lasers [6, 7] , fibers [8], 
and sensors [9, 10]. The realization of this 
dispositive is affected by creating a defect on 
the photonic crystal structure consider. The 
optical sensor is an analytical device which is 
used to convert the amount of analytics into a 
detectable signal. It is also employed for 
different sensing applications like industrial 
process control, military, environment 
monitoring and medical diagnostic [1]. The 
change of properties of the surrounding 
media lead to the variation of optical 
characters, and these changes determine the 
all-optical sensors principle of operation [11, 
12]. There are various structures of optical 
sensor elements for RI measurements such as 
ring resonators [13, 14], surface Plasmon 
resonance [15, 16], microcavities coupled with 
waveguide [17], PhC microcavities [18, 9], 
waveguide [19]… 

•  The present work aims to investigate a 
novel design of PhC sensor based on a two-
dimensional photonic crystal (2D-PhC) micro-
cavity coupled to a waveguide. In Γ–K 
direction of our structure, we removed the 
central row of air holes to formed the 
waveguide. Then we created a cavity by 
removing one hole. In this study, we are 
interested to realize a high sensitivity. For 
that we modified waveguide geometric, where 
the holes situated in the first row above and 
below line-defect are deformed to elliptical 
shape. Then by adjusting the number (N) of 
functionalized holes, we demonstrate that 
N=14 is the functionalized holes. After that, 
we filled the functionalized holes with a 
change in refractive index from n=1.33 to 
1.338 with an interval Δn=0.002. 
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2. STRUCTURE DESIGN AND   

OPTIMIZATION 

The structure consists of a 2D triangular 
PhC of periodic disposition of air holes (n=1) 
in a silicon substrate (n=3.48). The 2D finite 
difference time domain (FDTD) method is 
used in order to reduce the computer memory 
and simulation time for 3D calculation, using 
effective refractive index approximation 
method for the fundamental TE guided mode. 
The structure is simulated by plane wave 
expansion (PWE) of the RSoft (BandSOLVE) 
software. Two TE photonic band gaps (PBGs) 
are presented in the PhC structure see Fig. 
1(a). The range frequency of first TE PBG is 
from 0.24529 to 0.32866, corresponding to the 
range wavelength between 1369 nm and 1834 
nm. The second PBG is from 0.699 to 0.71984 
for frequency corresponding to the range 
wavelength between 625 nm and 644 nm. The 
first TE PBG is considered for designing our 
sensor as it covers the second and third 
windows in optical region. 

The proposed sensor shown in Fig. 1(b) is 
formed with one waveguide and one micro-
cavity. A photonic waveguide and micro-
cavity are obtained by eliminating  central 
row of air holes in the Γ–K direction and 
removing one hole of our structure 
respectively. The microcavity is side-couples 
to a waveguide. For this structure, the 
resonant wavelength located at λ = 1525 nm 
with quality factor Q = 5589. For further 
improve the quality factor, we proposed a 
technique, where we deformed the holes 
situated in the first row above and below line-
defect to elliptical shape (blue holes). 

                        (a) 

    
 

 

(b) 

 

Figure.1: (a) Photonic crystal band gap, (b) 
Structure of the sensor based on photonic crystal 

waveguide coupled to a micro-cavity 
 

3. SIMULATION RESULTS AND 

DISCUSSION 

We begin our consideration by the study 
the influence of elliptical shape holes. Ellipse 
has the semi-major axis (RX) and semi-major 
axis (RY). We fixed the value of RX at 0.32a 

and RY is varied from 0.24a to 0.28a of the 
holes situated in the first row above and 
below line-defect (blue ellipse in Fig. 1). 
Fig. 2 shows the resonant wavelength and the 
quality factor as a function of change in the 
value of RY. From this figure, it can be 
observed that, whereas the value of RY 
increases, the resonant wavelength is pushed 
to lower wavelengths. Similarly the quality 
factor increases as the value of RY increases 
from 0.24a to 0.28a and reaches its maxima 
of 15431 at the resonant wavelength located 
at 1579 nm for RY = 0.26a, followed by a sharp 
decrease. 

 
Figure.2: The Q factor and the resonant 

wavelength variations according to the change of  
RY 
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3.1. Functionalized holes number 

discussion 
Actually, for application such as 

biosensing or chemical detection, the 
magnitude of the resonant wavelength shift 
is dependent on the combination of many 
factors such as the number of functionalized 
holes and the effective refractive index 
change of targets. To study the sensitivity of 
this sensor design and determine how to 
achieve the lowest mass limit of detection 
using this architecture. We assume that the 
holes around the micro-cavity are completely 
filled with the analyte (DI-Water) (n=1.33). 
Therefore, we study the mass sensitivity 
which is defined as (Δλ/N) of the device as a 
function of the number of functionalized 
holes. For that, we vary the number of holes 
around the micro-cavity being functionalized 
holes. We carried out the simulations for the 
cases with 6 holes, 14 holes, 18 holes, 20 
holes, 24 holes and up to 27 holes illustrated 
in Fig. 3(b). For all these cases, we have 
calculated the mass sensitivity Δλ/N. Which 
Δλ is the resonant wavelength shift as the RI 
changed. Fig. 3(a) shows the mass sensitivity 
(Δλ/N) as a function of the number of 
functionalized holes (N). It can be seen that, 
when the number of the functionalized holes 
increased, the sensor mass sensitivity 
decreases. The highest mass sensitivity can 
be achieved for N=6. Fig. 4 shows the 
resonance shift (Δλ) as a function of the 
number of functionalized holes (N). We 
observed that when the number of the 
functionalized holes increased, the sensor 
resonant wavelength shift increases. That 
means the RI-sensitivity (Δλ/ΔRI) increases 
as a function of the number of the 
functionalized holes increased. Thus, the 
resonant shift is larger for the greater 
number of functionalized holes. 

                             (a) 

 

                               (b) 
 

                  

  

  
Figure.3: (a) The mass sensitivity as a function of 

the number of functionalized holes, (b) The 
schematic illustration of number of 

functionalized holes 

  
Figure.4: Dependence of the cavity resonance 

shift (Δλ) as the number of functionalized holes 
changed 

 
Fig. 3 and Fig. 4 results indicated that in 

the left area of N=14, the sensing element can 
attain higher mass sensitivity, but the 
refractive index (RI) sensitivity is lower. In 
the right area of N=14 the sensing element 
can realize higher refractive index 
sensitivity, but the mass sensitivity is lower. 
Her, we fixed the functionalized holes 
number N=14 as the sensing element. This 
result is considered using a tradeoff between 
the mass sensitivity and the RI-sensitivity. 
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3.2. Sensitivity analysis 
For estimate a sensitivity of our proposed 

sensor, the refractive index of functionalized 
holes (N=14) is changed. First, we supposed 
that the holes are filled with water (n = 1.33). 
Then the refractive index of analyte has been 
varied from 1.33 to 1.338 with increment of 
0.002. Fig 5(a) shows the transmission 
spectrum of the PhC waveguide coupled to 
micro-cavity, when the refractive index of 
functionalized holes is changed. From this 
figure, we noted that when the refractive 
index increase the resonant wavelength 
shifts to a higher wavelength. The resonant 
wavelength shift as a function of the 
variations of refractive index is shown in Fig. 
5(b). The sensitivity is expressed as follow: 

 
             𝑆 = Δ𝜆

Δ𝑛
                                     (1) 

 
Δλ is the resonance shift as the RI changed. 
Δn : RI variations. 

                           (a) 

 
 

                              (b) 

 
Figure.5: (a) Transmission spectrum as a 

function of change in RI,(b) Resonant wavelength 
shift as a function of the refractive index change 

 
From the simulation results shown in Fig. 

5, the resonance wavelength for sensor 
structure shifts up by 0.300 μm for Δn = 
0.002. So the sensor’s sensitivity of the 
proposed PhC sensor is S = 150 nm/RIU. 

 
4. CONCLUSION 

In this paper we have proposed a novel 
photonic crystal for refractive index sensing. 
The PhC RI sensor  arrays consist of a PhC 
micro-cavity side-coupled to a waveguide. 
High quality factor and sensitivity are 
obtained by adjusting the shape of holes and 
number of functionalized holes around the 
micro-cavity. By deforming the shape of holes 
situated in the first row above and below line-
defect to elliptical shape, the quality factor is 
improved to 15413. Then, we infiltrated the 
holes around the resonant cavity being 
functionalized. We vary the number of holes 
(N= 10, 16, 26, 34, 40 holes) to study the mass 
sensitivity (Δλ/N) of the device as a function 
of the number of functionalized holes. We 
determine that the functionalized hole 
number is N=14. After that we filled the 
functionalized holes with a change in 
refractive index from n=1.33 to 1.338 with an 
interval Δn=0.002. The sensitivity can 
achieve 150 nm/RIU. All analyses are based 
on the finite difference time domain method 
(FDTD). 
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ABSTRACT 

Recently, the increasing use of power 

electronics converter-based equipment has 

been an important contributor to the 

degradation of power quality in the power 

grid, especially the low-voltage grid. Active 

shunt power filtering can be a curative 

solution against different disturbances. In 

this paper we present the vector control of an 

active shunt filter controlled by the reference 

current identification method and we will 

study the performance of this method in the 

different voltage source cases in a three-

phase electrical network; Balanced 

unpolluted voltage source, unbalanced 

voltage source, balanced and polluted voltage 

source, unbalanced and polluted voltage 

source. 

Key Words: Active power filter, harmonics, 

synchronous reference frame (SRF), SVM 

control technique, THD. 

 

1. INTRODUCTION 

Current and voltage disturbances in power        

distribution networks are caused by the 

proliferation of non-linear loads, such as 

converters, computer hardware, fluorescent 

tube lighting, etc. These devices absorb non-

sinusoidal currents and thus introduce 

harmonic pollution. Parallel active filters 

(FAP) are to day the most advanced solutions 

of the most adequate depollutions. Their 

answer is instantaneous and they adapt 

automatically to the evolutions of 

disturbances introduced by the loads of the 

electrical network. 

     Since the 1970s, these have been studied 

for the compensation of reactive energy, the 

negative sequence of currents and harmonics 

in industrial power systems. Active Shunt 

filters were originally proposed in 1971 by 

Sasaki and Machida [1] as a way of 

eliminating current harmonics. 

     In 1976, Gyugyi and Strycula [4] used the 

term "active AC power filter" for the first 

time, introduced a family of parallel and 

series active filters, and established the 

concept of active filters. PWM inverters 

consisting of power transistors.   

 An active filter essentially consists of an 

inverter. The correct choice of the method of 

identification of the reference quantities, as 

well as the control technique, is essential so 

that the active filter can fulfill the tasks for 

which it is intended.  

      Several algorithms for identifying 

harmonic reference quantities and many 

control and regulation techniques have been 

developed since the introduction of the first 

active filters. The so-called synchronous 

reference frame (SRF) method is one of the 

most efficient methods for the identification 

of harmonic currents; this method was 

introduced in 1991 by Bhattacharya [8] 

 

2. PRINCIPLE OF SHUNT ACTIVE 

FILTER 

    The active parallel filter injects into the 

grid the current harmonics consumed by the 

load so that the network no longer provide the 

fundamental current. The purpose of this 

type of filter is to cancel the current 

harmonics that provides the load to the 

source. It can also contribute to the 
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compensation of reactive power balance and 

the 3-phases current. Active parallel filters 

have the advantage of providing only the 

compensation current and some of the 

fundamental of current supplied to 

compensate for system losses. It is also 

possible to connect multiple filters in parallel 

to supply large currents, which makes this 

type of circuit suitable for a wide range of 

power. The Fig.1 shows a voltage inverter 

with three arms used in an APF voltage 

structure connected to an electrical network 

with three phases, this filter class is the most 

widespread configuration in industrial 

processes. 

  Figure.1: Shunt active power filter 

 

3. IDENTIFICATION OF HARMONIC 

CURRENTS 

The Synchronous Reference Frame (SRF) 

method exploits the Concordia 

transformation but is applied only to load 

currents ic1, ic2 and ic3. A second 

transformation is then performed to switch to 

line currents along the axes dq. This makes it 

possible to transform the fundamental 

component of the current into a continuous 

component and the harmonic components of 

the current into alternative components. The 

DC component of the charging current can 

then be eliminated using a simple LPF or 

HPF. The major advantage of this method lies 

in the fact that any harmonic voltages have 

no influence on the currents identified. The 

following steps detail the calculation of 

references.  

In the case of a three-phase system 

without homopolar component, notes ic1, ic2, 

ic3. Concordia's transformation makes it 

possible to reduce this balanced three-phase 

system to a two-phase system of current, by 

the following relation:  
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  By generating the signals from a PLL 

)ˆcos(  and )ˆsin(  from the "fundamental" 

voltage of the network, we obtain the 

following matrix expression for the currents 

in the system dq: 
















 


















i
i

i
i

q

d

)ˆsin()ˆcos(
)ˆcos()ˆsin(

                   (2)              

With ̂  the angular position of the 

fundamental network voltage, estimated by 

the PLL. 

These components can then be expressed 

as the sum of a DC component and an AC 

component: 
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With di , qi  are the continuous components 

of di  and qi ,  di
~

, qi
~

 are the alternative 

components of di  and qi . 

From equation (2), we can express the 

components of the current according to the 

axes αβ by: 
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 Depending on the function we give to the 

active power filter, we can simultaneously 

compensate the harmonics of the load current 

and the reactive energy or only one of them. 

If we want to compensate only the current 

harmonics and after adding to the AC 

component di
~

 the current ic  necessary for the 

regulation of the DC voltage vdc, the equation 

(6) is given by : 
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Then, the inverse transformation of 

Concordia makes it possible to obtain the 

reference currents, along the axes abc. 
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Figure 2 illustrates the identification of 

reference currents for compensation of 

current harmonics by the so-called SRF 

method  

Figure.2: Determination of reference currents by 

the SRF method 
  

4. THE APF CONTROL 

4.1. Voltage supplied by the inverter 

The two semiconductors of the same arm 

are controlled in a complementary manner; 

the conduction of one  implies that the other 

is blocked. The opening and closing of the 

switches of the inverter of the Fig.1 depend 

on the state of control signals (S1, S2, S3), as 

defined below: 
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The line voltages imposed by the inverter, 

are then defined by: 
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The inverter output voltages, denoted vfk 

with (k = {1, 2, 3}), are referenced to the 

neutral of the network and verify the 

following equations: 

fkf
fk

fskfk iR
dt

di
Lvv                          (12) 

The network voltages are supposed 

equilibrated, and knowing that the sum of 

currents injected by the inverter is zero, we 

can write: 
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We can deduce from equations (12) and 

(13) the following relationship: 

0321  fff vvv                                    (14) 

From equations (11) and (14) we get: 
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4.2. SVM Control of FAP based on a two-

level inverter 

 This control technique divides the 

referential α-β of currents and voltages into 

six regions with a current / voltage offset of 

30° as illustrated in Figue 3. [11],[5]. 

 

 
(a) Hexagons of voltages            (b) Hexagons of currents 

Figure.3: Hexagons of the voltages and currents 

defined in the plane α-β 
 The tension of Figure 3.(a) is the vector 

representation of the non-zero vectors 1v  to  

6v  which the modulus is dcv3/2 , ( 0v  and 7v  

being the null vectors corresponding to states 

000 and 111 respectively). Then, the control 

algorithm must identify the region, among 

the six regions of the current hex or the 

current error i  is located and then select the 

output voltage vector of the active filter fav  

belonging to the voltage hexagon this its role 
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is to force the error i  to vary in the opposite 

direction, in order to keep the output current 

close to its set point. 

  

5. CURRENT REGULATION OF 

PARALLEL ACTIVE FILTER 

A regulator must satisfy the general 

objectives of the regulation and the 

constraints disturbance rejection. In the case 

of a simple controller like the PI controller, 

and due to lack of degree of freedom that it 

imposes only further references for a fixed 

operating point can be considered. Add to this 

the problem of trade-off in the case of an 

active filter structure parallel with an output 

filter of the first order (choice of inductance). 

Indeed, a PI controller can not ensure with 

only KP and KI correction parameters, the 

regulatory objectives in a closed loop system 

for a higher order then one [7]. The structure 

of the current control loop of A.P.F is 

illustrated in Figure 4.  

Figure.4: Scheme for A.P.F  regulation current  
 
6. REGULATION OF THE  

CONTINUOUS VOLTAGE 

    The variation of the continuous voltage 

Vdc is essentially caused by the losses in the 

active filter particularly in the semi-

conductors and output filter. The regulation 

of this voltage is done by adding to the power

p~ another power Pc for the compensation of 

losses. 

   The regulator used here is a simple 

proportional regulator with a filtering action 

beforehand to the measured voltage Vdc 

realized with a second order low pass filter in 

a way to attenuate the fluctuations to 300 Hz. 

The regulator transfer function is:   
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The relation between the absorbed power 

by the active filter and capacitor voltage can 

be written in the following form: 
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2
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dcdcc vc
dt
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From the equations (16) and (17), the 

regulation loop of the continuous voltage can 

be represented by the scheme of the figure 5. 

 Figure.5: The regulation loop of the continuous 

voltage  

 
7. SIMULATION RESULTS 

    The network simulation parameters is:  

 Line resistance Rs = 0.25 mΩ 

 Line inductance Ls = 19.4 μH 

 Load simulation parametres 

The pollutant load consists of a three-

phase diode rectifier bridge with a capacitor 

for storing the DC voltage and feeds a load 

RL;  

 The DC load resistance Rc = 6.7 Ω 

 DC load inductance Lc = 25 mh 

 DC load capacitor Cc = 1000 μF 

The APF simulation parameters is : 

 The output filter Lf = 0.5 mh 

 DC voltage vdc = 840 V 

 Storage capacity Cdc = 2350 Μf 

7.1 Case of an unpolluted balanced 

voltage source  

The Figure 6 presents the simulation 

results obtained when the source voltages are 

balanced three-phase and contain no 

harmonic. For this simulation, the voltages of 

the source are as follows: 

  tvs sin22301   ; 

 






 


3
2sin22302 tvs   ; 

 






 


3
2sin22303 tvs  . 
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 The frequency f = 50 Hz. 

In this case, the THD of source current is1 

before filtering is 51.15%, this THD becomes 

equal to 1.07% after filtering. The frequency 

spectra of the source current before and after 

filtering are shown respectively in Figure 7 

and Figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.6: Simulation result for an balanced and 
unpolluted voltage source 

 

 

 

 

 

 

Figure.7: is1 frequency spectrum before filtering 

 

 

 

 

 

 

Figure.8: is1 frequency spectrum after filtering 
 

 

 

 

 

 

7.2 Case of an unpolluted unbalanced 

voltage source 

The Figure 9 presents the simulation 

results obtained when the source voltages are 

unbalanced. For this simulation, the voltages 

of the source are as follows: 

  tvs sin22301   ; 

 






 


3
2sin22532 tvs   ; 

 






 


3
2sin22073 tvs  . 

 The frequency f = 50 Hz. 

In this case, the THD of source current is1 

before filtering is 63.97%. This THD become 

equal to 1.97% after filtering. The frequency 

spectra of the source current before and after 

filtering are presented respectively in    

Figure 10 and Figure 11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.9: Simulation result for an unbalanced and 

unpolluted voltage source 

 

 

 

 

 

Figure.10: is1 frequency spectrum before filtering 
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Figure.11: is1 frequency spectrum after filtering 
 

7.3 Case of a balanced and polluted 

source of tension 

The Figure 12. Presents the simulation 

results obtained when the source voltages are 

balanced and polluted (contain the harmonic 

of order 5). For this simulation, the voltages 

of the source are as follows: 

    ttvs  5sin
5

2230sin22301   ; 
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2*5sin

5
2230

3
2sin22302 ttvs  ; 

 















 








 


3
2*5sin

5
2230

3
2sin22303 ttvs  . 

 The frequency of the fundamental f = 50 

Hz; and the frequency of the harmonic of 

rank '5' f5 = 250Hz. 

In this case, the THD of source current is1 

before filtering is 55.80%. This THD become 

equal to 1.46% after filtering. The frequency 

spectra of the source current before and after 

filtering are shown respectively in Figure 13 

and Figure 14. 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

Figure.12: Simulation result for an balanced and 

polluted voltage source 

 

 

 

 

 

 

Figure.13: is1 frequency spectrum before filtering 

Figure.14: is1 frequency spectrum after filtering 
 
7.4 Case of an unbalanced and polluted 

source of tension 

The Figure 15 presents the simulation 

results obtained when the source voltages are 

unbalanced and polluted (contain the 

harmonic of order 5). For this simulation, the 

voltages of the source are as follows: 

    ttvs  5sin
5

2230sin22301   ; 

 















 








 


3
2*5sin

5
2230

3
2sin22532 ttvs  ; 

 















 








 


3
2*5sin

5
2230

3
2sin22073 ttvs  . 

 The frequency of the fundamental f = 

50 Hz;and the frequency of the 

harmonic of rank '5' f5 = 250Hz. 

In this case, the current source THD is1 

before filtering is 68.92%, this THD become 

equal to 1.95% after filtering. The frequency 

spectra of the source current before and after 

filtering are presented respectively in    

Figure 16 and Figure 17. 
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Figure.15: Simulation result for an unbalanced 

and polluted voltage source 

 

 

 

 

 

 

 

 
Figure.16: is1 frequency spectrum before filtering 

 

 

 

 

 

 

 

 
Figure.17: is1 frequency spectrum after filtering 

 
8. CONCLUSION 

In this study, we presented a shunt 

active power filter controlled by the SRF 

identification method to eliminate the 

harmonics generated by nonlinear loads in 

the electrical network. After application of 

the filtering operation, we found an excellent 

improvement in the current rate and the 

THD value for the different cases studied, 

which confirms the efficiency of this method 

in any form of voltage ( balanced-unpolluted, 

unbalanced-unpolluted, balanced-polluted, 

unbalanced-polluted). 
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Abstract — The Permanent Magnet Synchronous Motor 
(PMSM) is suitable for many applications, such as traction, 
aerospace and generally automated process industry. In our 
work, we will study the application of the PMSM in renewable 
energies, Our objective is to model the complete system, 
including the photovoltaic inverter, PMSM under Matlab/ 
Simulink environment. Solar panels generate DC power by 
direct conversion of solar radiation using. The energy received 
depends on the radiation and the ambient temperature. The 
permanent magnet synchronous motor (PMSM) is not stable in 
an open loop. To control the PMSM in terms of speed, torque or 
position, we need to implement direct torque control. We will 
establish the oriented control field of a PMSM powered by a 
photovoltaic source with focus on their applications in the field 
of variable speed 

Index Terms — PVG, MPPT, P&O, PMSM, DTC.  
 

I. INTRODUCTION 

or many years, the industry has used the DC motor 
with the main advantage of being easily controllable 

by the natural decoupling of flux and torque. However, 
the presence of the collector brush system has always been 
a major disadvantage of the motor among others which 
limits its use more and more. It is for this reason that AC 
electric motors are used in order to avoid this 
inconvenience and to take advantage of their advantages 
such as the flexibility of variation of speed and the 
stability of operation. Among the AC electric motors used 
in drives, the Permanent Magnet Synchronous Motor 
(PMSM). 

    The synchronous motor is strongly penalized by the 
absence of the torque out of synchronism. Powered by 
fixed frequency networks, it must be launched at 
synchronous speed to provide electromagnetic torque. To 
overcome these difficulties, it must be equipped with a 
variable frequency power supply. The variable frequency 
power supply of the machine is done by means of a 
generally DC-AC converter (inverter) [1, 2]. 

Many control strategies have been developed to make it 
an actuator that overrides all other machines. The 
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development of increasingly efficient digital signal 
processors has made possible the implementation of 
sophisticated control laws at low cost (vector control, 
DTC control, etc.) [3].  

The direct torque control method has been proposed by 
DEPENBROCK and TAKAHASHI for the operation of 
asynchronous machines [4]. Subsequently, numerous 
research studies have been developed in this field [5,6] to 
improve the performances of this technique and to 
compete with vector control [7]. The current trend is to 
replace the asynchronous motor with the permanent 
magnet synchronous motor which is of low cost and much 
higher inertia torque ratio [8]. 

The use of photovoltaic (PV) modules as a source of 
renewable energy is attracting more and more attention 
today. PV modules can be used as an isolated system 
(stand-alone system) or connected to the network. In both 
cases, they must be connected to an inverter to convert the 
continuous energy generated into alternating current. The 
PV direct voltage is low, which requires a DC-DC boost 
converter to generate an appropriate high input voltage for 
the inverter, the PV can be used to power the permanent 
magnet synchronous motor. 

Our main goal is to improve the performance of the 
conventional DTC control to permanent magnet 
synchronous machine powered by photovoltaic source. 
This objective includes an improvement in the dynamic 
response of the system, as well as performance in the 
statistical regime.  
 

II. MODELING OF THE PV GENERATOR 

The photovoltaic cell is characterized by its equivalent 
circuit diagram (Fig.2) which consists of a current source 
which models the luminous flux conversion into electrical 
energy, a shunt resistor RP modeling the leakage current at 
the junction, a series resistor Rs representing the various 
resistances of contacts and connections and a bypass 
diode which models the PN junction [9][10]. 

The current generated by the module is given by the 
following equation: 
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With 
I: current provided by the PV cell; 
Iph: Current photogénérer; 
Id: current through the diode; 
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Is: Saturation current of the diode; 
V: output voltage; 
q: Electron charge (1.6 10-19 C); 
K: Boltzmann's constant (1.38 10-23J / K); 
n: quality factor of the solar cell (1 <n <2); 
T: temperature of the junction of K; 
RP: shunt resistor; 
Rs: series Resistor. 

 
 
 
 
 
 
 
 
 

Fig 2: Equivalent circuit of a photovoltaic cell 

 
The photogenerated current Iph is expressed as follows: 
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The saturation current is expressed as follows 
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The term of the current-voltage characteristic of a PVG 
for a given temperature and illumination can be written as 
follows: 
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Figure 3 shows the characteristics (I-V) and (P-V) of a 
photovoltaic panel under constant conditions of 
temperature and radiation. 

 
It is noted that the current-voltage (I-V) we provided the 
maximum current (short circuit current Isc) and the 
maximum voltage Voc (open circuit voltage) 
characteristics and the power-voltage (PV) we provided 
the maximum power point the PV generator (MPP)     
(Fig.3). 
The electrical characteristics of a PV generator vary 
depending on the temperature and lighting. We simulated 
the behavior of the generator subject to various 
constraints. These notions are indeed necessary to 
understand the behavior of a PV generator to optimize the 
operation of a PVG. 
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Fig.3. Characteristics (I-V) and (P-V) of a photovoltaic 
generator 

 
The influence of the illumination and temperature on the 
characteristic P = f (V) are shown in figure 4 and 5. 
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PVG 
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Fig.5. Influence of temperature on the characteristic (P-V) of 

PVG 
 
Note that the open circuit voltage decreases slightly with 
illumination. This implies that the optimum power 
photovoltaic generator is substantially proportional to the 
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illumination and the points of maximum power are at 
about the same voltage. 
The maximum power decreases with increasing 
temperature as shown in figure 5. The increase in 
temperature implies a significant decrease in open circuit 
voltage; hence the temperature affects the open circuit 
voltage. 

III.THE SEARCH FOR THE MAXIMUM POWER POINT 

 The power of a chain in which a load PVG is powered 
by a DC generator through a static converter controlled by 
a control MPPT whose role is to vary the duty cycle of 
static converter so that the power supplied by PVG is the 
PMAX (maximum power) available at its terminals. The 
MPPT algorithm can be more or less complicated to find 
the MPP and usually is based on the variation of the duty 
cycle of the chopper with the aim of reaching the MPP 
according to changes of input parameters of the static 
converter (IPV and VPV) [10]. 

   
IV. PERTURBATION AND OBSERVATION ALGORITHM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This algorithm is designed so that it runs on a computer 
and thus each cycle of the algorithm, V and I are 
measured to calculate P (k). This value P (k) is compared 
with that of P (k-1). If the output power has increased 
since the last measurement, the disturbance of the output 
voltage will continue in the same direction as that taken in 
the last cycle. If the output power has decreased since the 
last measurement, the voltage V of PVG is perturbed in 
the direction opposite to that of the previous iteration 
[11]. Figure 6 shows the flowchart of this algorithm. 

Figure 7 shows the response of the algorithm P & O in the 
case of operation of the PVG under standard atmospheric 
conditions (G=1000W/m², T = 25°C). 
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Fig.7. MPPT control behavior (P & O) in the standard 

conditions 

 
This feature produced under standard climatic 

conditions, not allowed to see that the MPPT control 
introduced in the PV generator, the forced to keep 
almost the same value of PPM after he has waiting. 
 

V. MODELING OF PMSM 

 The electrical equations of the synchronous machine in 
the frame d, q are expressed as follows [12, 13]. 














sf.sds.d.
qs

qqs  sqs

sqs.q.
ds

d  ds  sds

ωΦ ωiL
dt

di
LiRV

ωiL 
dt

di
LiRV

                          (7) 

V. PRINCIPLE OF DIRECT TORQUE CONTROL 

The objective of the DTC direct torque control of the 
machine, by applying different voltages vectors of the 
inverter, which determines its state. Controlled variables 
are: The stator flux and electromagnetic torque which are 
usually ordered by regulators to hysteresis. This is to keep 
the magnitudes of stator flux and electromagnetic torque 
within the hysteresis bands. The output of these regulators 
determines the voltage vector of the inverter to apply to 
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Fig.6. P&O method flow chart 
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each optimal switching instant. The order by the DTC 
PMSM, can be outlined in figure 10: 

 
 
Fig.10. The general structure of DTC applied to a PMSM 
 

It develops the truth table based on errors of flux and 
torque, depending on the position of the stator flux vector. 
The sharing of the complex plane into six angular sectors 
to determine, for each sector, the sequence of the switches 
of the inverter states corresponding to different 
magnitudes of control following the logic of the flow 
behavior and torque screws to -vis the application of a 
stator voltage vector [14, 15]. 
 

TABLE.I. 
Generalized table of voltage vectors of an order by DTC 

 
When the flow vector is in a zone numbered 'i', the flow 
and torque control is ensured by selecting one of the four 
non-zero vectors or one of the two zero vectors [14]. The 
role of the selected voltage vector is described in figure 
11. 

 

Fig.11. Effects of different voltage vectors in the first sector 
 
From the simplified model of the PMSM in a frame (α, β) 
linked to the stator, the stator flux is defined by the 
following equation [16,17]: 
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The stator flux, in a reference frame linked to the stator 
[16, 17], is given by: 
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With φS0 the flux at (t0 = 0). 
By neglecting the term "Rs.Is", a hypothesis valid for high 
speeds, we will have: 
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An equation of the electromagnetic torque can be 
established as a function of the rotor and stator flux, 
namely [17]: 
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sr

e
LL

M
pC 


sin
                                   

(11) 

or: 
θsr: The angle between the stator and rotor flux vectors 
 
The table of the control structure is developed according 
to flow hysteresis controller outputs (Table.II). 

 
Table.II. 

DTC table defining the sequences of a two-level inverter 
 

 
The zero sequence V0 and Vi, are independent of the flow 
state, they are related only to the gap Δcem. These 
sequences are applied when the couple wants to keep his 

band: 
-εcem≤ Δcem ≤ εcem. 

VI. SIMULATION RESULTS 

The following figures show the performance of the 
chain of photovoltaic using voltage inverter with two 
levels is controlled by direct torque control. The PVG 
supplies a voltage of 750V in steady state and applying a 
load torque resistant positive Cr = 2N.m between two 
instants 0.5 s and 0.7 s, T = 25 °C and G = 1000 W/m2. 
Figure 12 shows the performance of the PMSM supplied 
by a two-level controlled by the direct torque control, in 
the case where the latter is powered by a photovoltaic 
source. 
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Fig.12. Performance of the PMSM with applying a torque in 
standard conditions 

It is noted that following the reference torque from the 
reference speed control, the currents of sinusoidal shapes 
at the moment when the resisting torque is applied. 
The disturbance torque, speed and currents (ia, ib, ic) are 
due to the variation of the supply voltage of the inverter 
and the power supplied Udc of the photovoltaic panel 
because of the variation of temperature and illumination. 
And it is clear that the couple perfectly follows the set 
point value, the current follows the load variation and the 
response speed shows that the DTC has a high dynamic 
performance at startup. 

VII. CONCLUSION 

In this paper, we studied the performance of a 
photovoltaic system using a two-level inverter. Thus, we 
performed modeling of a photovoltaic generator using an 
exponential model and studied the influence of 
meteorological parameters (temperature and irradiance 
and internal parameters on the electrical characteristics of 
the latter. 

The technique of optimization algorithm of the solar 
generator, which has been studied, is the perturbation and 
observation (P & O), it is generally used by designers to 
tracking the maximum power point tracking (MPPT), but 
it suffers from some disadvantages, in terms of execution 
or in the prosecution process. 

The introduction of the direct control of torque in the 
plane of Park allowed us to decouple the magnitudes of 
the machine and make the mathematical model of it 
equivalent to a DC machine with separate excitation. 

The robustness of the DTC control has been proven, 
whether for a load change of speed reference. 
The use of a hysteresis controller at three levels for the 
torque reduces torque ripple and the frequency switching 
of the switches of the inverter. 
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Photovoltaic generator characteristics 

Number of cells in series ns 36, 
Maximum power Pmax 83W, 
Short circuit current Isc 3.25A, 
Open circuit voltage Voc 21.2V, 
series Resistor of photovoltaic cell Rs 0.099Ω, 
Shunt resistor of the photovoltaic cell RP 200Ω, 

The parameters of the PMSM 

Rs= 1 Ω,                
Ld =Lq = 0.0032H, 
J = 0.0006 Kg.m2, 
f= 0.000095 Kg.m2/s, 
Cr=5N.m, 
φr=0.13 Wb, 
p= 3, 
Pn=4 kW, 
Vn=220 / 380 V, 
f=50 Hz, 
Ωr=1420 tr / min, 
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ABSTRACT 
This paper presents a combination of 

control based on the robustness of the 
backstepping control (BSC) and the 
smoothness of the fuzzy Logic controller 
(FLC) of a double star induction machine 
(DSIM) in order to improve the dynamic 
response and efficiency of a hybrid electric 
vehicle (HEV) system in low speed 
operation. In the proposed control scheme, 
the backstepping gain of speed is replaced by 
a fuzzy inference to smooth the classic 
backstepping control action. The FLC is 
proposed for speed regulation because it does 
not depend on the machine parameters. 
Simulation results clearly show that the 
proposed control improves the robustness of 
the system against low speed variations and 
load disturbances with a high accuracy and 
superiority over the backstepping classic. 
Key Words: Double star induction machine, 
Hybrid electric vehicle, Backstepping 
control, Fuzzy logic controller, Low speed. 

 
1. INTRODUCTION 

The double star induction machine 
(DSIM) belongs to the multiphase machines 
category. It has been proposed for different 
fields of industry that need high power such 
as electric hybrid vehicles, locomotive 
traction and ship propulsion. DISM not only 

guarantees a decrease in rotor harmonic 
currents and torque pulsations but also has 
many others advantages such as: reliability, 
power segmentation and higher efficiency [1, 
2]. 

The pollution caused by greenhouse gas 
emissions is mainly due to incomplete 
combustion. Usually this chemical 
phenomenon occurs in thermal vehicles, for 
this reason, the electric vehicle (EV) is the 
best alternative to ameliorate air quality 
and safeguarding the environment [3-5]. 
Induction motor is widely used in the driving 
system of HEV than another electrical 
machine such as the permanent magnet 
synchronous machine (PMSM). 

Backstepping control (BSC) is able to 
stabilize system states through a step-by-
step recursive process that mitigates the 
complexity of the control scheme and 
ensures the stability of the closed-loop 
system according to Lyapunov's theory [6]. 
BSC not only guarantees high performance 
in both dynamic and steady mode, but also 
offers excellent closed-loop stability and good 
tracking, even in a critical operating state. 
Low speed operation is a challenge for high 
power multiphase induction machines. In 
[7], at low speed, very high torque and 
currents are observed with a high noise level 
in a five-phase induction motor where torque 
and flux control dynamics become difficult to 
achieve. To overcome these abnormal 
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operating conditions, [7] proposes a 
nonlinear backstepping controller to make 
the system asymptotically stable and the 
error converge to zero. The only difficulty of 
the backstepping controller is to develop an 
appropriate Lyapunov function adequate to 
the system. 

FLC is a smart controller. Recently, it has 
been applied successfully on a double star 
induction machine [2, 8-9]. FLC is based on 
an orderly method in order to integrate 
human experience and to achieve nonlinear 
algorithms. The main advantage of FLC is 
its autonomy over the mathematical model, 
it does not need a precise knowledge of the 
system and does not depend on the machine 
parameters, and therefore, it can master 
almost any complex nonlinear system. 
Applying a fuzzy controller to a multiphase 
induction machine reduces non-sequential 
currents and improves the quality of the 
energy transported inside the machine, 
which leads to a reduction in mechanical 
vibrations [3]. FLC is a robust control, able 
to adapt to the variation of parameters 
because it does not require precise 
mathematical model [10]. 

This paper presents a comparative study 
between the fuzzy backstepping control 
(FBSC) and the classical BSC, along with 
simulation results and analyzes to prove the 
effectiveness of the proposed control. 
Compared to existing work published in the 
literature, the main contributions of this 
paper can be summarized as follows: 

• In this paper, the application of speed 
fuzzy control based on the backstepping 
strategy of a double-star induction machine 
running at very low speed is performed for 
the first time. 

• The proposed control has improved 
the control strategy presented in [1] by 
increasing its dynamic performance, 
especially in low speed operation. 

• Compared to [8], the BSC-associated 
FLC gives a fast dynamic response and 
better steady-state stability than the FLC 
combination with indirect field oriented 
control (IFOC). 

This paper is organized as follows: In 
section 2, the modeling of the DSIM is given. 
Section 3 describes the hybrid power system. 
The speed fuzzy logic controller is designed 
in section 4. Section 5 presents the BSC 
strategy. Simulation results are shown and 

analyzed in section 6. Finally, the conclusion 
is given in section 7. 

 
2. DSIM MODELING 

The d-q dynamic healthy model of 
squirrel cage double star induction machine 
with a reference frame fixed to the rotor is 
given by: 
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Where: vsd1, vsq1 are stator1 voltages 
components. vsd2, vsq2 are stator2 voltages 
components. isd1, isq1 are stator1 currents 
components. isd2, isq2 are stator2 currents 
components. Ls1, Ls2, Lr and Lm are stator1, 
stator2, rotor and mutual inductance, 
respectively. Rs1, Rs2 and Rr are respectively 
stator1, stator2 and rotor resistance.          
Tr= Lr/ Rr is the rotor time constant. TL is the 
applied load torque. ωr is the rotor speed. J, 
Kf denote the rotor inertia and friction 
coefficient. ωs is the stator pulsation. ωgl is 
the slip pulsation. φr is the rotor flux. p 
denotes the number of pole pairs. The 
subscripts d and q designate direct and 
quadrate indices according to the usual d-q 
axis components in the synchronous rotating 
frame. 
 
3. HYBRID POWER SYSTEM 

The hybrid power system (HPS) consists 
of a fuel cell as the main source and storage 
device (SC) as an auxiliary source. The role 
of the fuel cell is to convert the chemical 
energy of reactant into electricity [11]. In 
this paper, PEMFC is the main source of 
energy for HEV, its dynamics (cell 
voltage/current) and (total power/current) 
are given in Fig. 1.a and Fig. 1.b, 
respectively.  SC is a new kind of energy 
storage element between conventional 
electrolytic capacitor and electrochemical 
battery. SC is widely used in electric 
vehicles; its advantage over the battery is 
that the SC allows the voltage change at the 
terminal even with a different current 
discharge rate [12]. The dynamics of the 
electric potential of SC is given by the 
following equation. 

     + = − = + 
 

c cL
L

dV Vi i i
dt C CR C

                 (3)               

Where: i is the discharging current, iL is the 
leakage current, C is the capacitance and RL 
is the insulating leakage resistance. 

 

 
   (a) 

 
   (b) 

Figure.1: Characteristic of fuel cell (PEMFC) 

 
4. SPEED FUZZY LOGIC CONTROLLER 

FLC is a control algorithm based on the 
knowledge and experience of human experts 
such as intuition, experience and heuristics, 
its theory is an artificial intelligence 
discipline founded by Zadeh. FLC 
establishes the control law from the human 
expertise after having made linguistic rules 
(if / then) which concern the dynamic 
behavior of the system [9]. The main 
advantage of FLC is its independence from 
the mathematical model of the system and 
its flexibility. The FLC design is similar to 
that of a conventional PI controller. The only 
difference is that the speed error (e) and its 
variation (de) are given as input linguistic 
variables and the variation of the quadratic 
reference current Δisq* as the output 
linguistic variable. The main blocks 
constituting the fuzzy control are: 
fuzzification, knowledge base (database), 
Inference engine, defuzzification, 
membership functions, input and output 
normalization scale factors that adjust the 
dynamic and steady-state of the closed-loop 
system. In this work, they are taken as 
constant positive values. The fuzzy logic 
diagram is shown in Fig. 2. 
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Figure.2: Speed fuzzy logic controller basic 

diagram 
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Two membership functions of triangular 
shape and equal size specify each input. For 
the output, three membership functions are 
defined. The membership functions relating 
to the inputs and the output of the fuzzy 
controller are shown in Fig. 3 and Fig. 4, 
respectively [8]. The 3D Control surface of 
FLC is presented in Fig. 5. The speed error 
“e” and its variation “de” are represented by 
the following equations: 

  
          ( ) ( ) ( )= −*

x ke x k x k                  (4) 

         ( ) ( ) ( )= − −* 1x kde e k e k               (5) 
                             

 

Where:  x  presents the rotor speed ωr . 

       
Figure.3: Membership functions for inputs “e” 

and “de” 
 

 

Figure.4: Membership functions for output ∆ *isq  
 

 

Figure.5: Control surface of FLC 
 

• Rules:  
According to [8], the fuzzy rules define the 

inputs and the outputs of the FLC are given 
in table1.  

                 Table.1 Rules base for FLC 

e/de B PB 

B B ZE 
PB E PB 

 

Where: (NB) is negative big, (PB) is 
positive big and (ZE) is approximately Zero. 
 

• Defuzzification:  
The purpose of this step is to obtain a 

clear output from a fuzzy logic system. The 
widely used method is the center of gravity 
(COG), represented by the following 
equation: 

      ( )
( )

( )

µ

=

µ

∑

∑

i i

out

i

S S
S x

S

                      (6) 

Where: µ  is a membership function, its 
surface is represented by the real value iS . 
 
5. BACKSTEPPING CONTROL 

The dynamic equations of DSIM are non-
linear. However, using the backstepping 
strategy, the system is progressively 
controlled step by step from "virtual 
controls" (stator currents) to real controls 
(stator voltages). The state equation (1) 
clearly shows that the rotor flux φr can be 
controlled by the sum of the components of 
the stator currents isd1 and isd2. The speed ωr 
is adjusted by the sum of isq1 and isq2. On the 
other hand, the currents are in turn 
controlled by the stator voltages vsd1, vsq1, 
vsd2 and vsq2. Therefore, backstepping control 
design requires two steps [1]: 
 
5.1. Step N°01: Speed and flux control 

The aim of this step is to lead the flux rϕ  
and the speed ωr to their desired references

*
rϕ and *

rω , respectively. Speed and flux 
tracking errors are given by: 

                    ω

ϕ

 = −


= −

*
5 5
*
6 6

e x x

e x x
                    (7)  

The time derivative of (7) is given by: 
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                 ω

ϕ

 = −


= −

*
5 5
*
6 6

. . .

. . .
e x x

e x x
                      (8)      

                             
 

Using (1), (2) and (8) we obtain: 

   
( )
( )

ω

ϕ

 = − + −


= − + −

*
5 9 2 4 10 5
*
6 11 1 3 12 6

..

. .
e x a x x a x

e x a x x a x
        (9) 

                             
 

The first Lyapunov function candidate is 
defined by: 

                 ω ϕ= +2 2
1

1 1
2 2

V e e                   (10) 
    

The derivative of (10) is given by: 

               ω ω ϕ ϕ= +1
. . .V e e e e            (11)      

In order to have the derivative of Lyapunov 
function negative definite, we pose: 

                  

ω ω ω

ϕ ϕ ϕ

= −


= −

.

.
e K e

e K e
                    (12) 

                             
 

This chose is correct since we have: 

            
ω ω ϕ ϕ= − − <2 2

1
.

0V K e K e           (13) 
                             

 

Where: Kω and Kφ are positive gains. From 
(9) and (12), we obtain: 

( )
( )

ω ω

ϕ ϕ

 − + − = −


− + − = −

*
5 9 2 4 10 5
*
6 11 1 3 12 6

.
x a x x a x K e

x a x x a x K e
   (14)                              

We suppose that: 
 

   
  
        

 + =

 + =

*
2 4

*
1 3

sq

sd

x x i

x x i
                    (15) 

And 

     
          


= =





= =


*
* *

1 2

*
* *

1 2

2

2

sq
sq sq

sd
sd sd

i
i i

ii i
                  (16) 

By substituting (15) into (14), we get the 
virtual control represented by the following 
equations: 

     ω ω

 
 = − +
  

.* *
5 10 5

9

1
sqi x a x K e

a
         (17)  

      ϕ ϕ

 
 = − +
  

.* *
6 12 6

11

1
sdi x a x K e

a
       (18) 

 
5.2. Step N°02: Currents control    

In this step the control law will be 
established by adjusting the four stator 
currents: isd1, isq1, isd2, isq2 generated by the 
first step, we also specify their error signals: 

      
{ }= − =* 1,2,3,4i i ie x x i           (19)  

The time derivate of (19) gives: 

      
{ }= − =*. . . 1,2,3,4i i ie x x i          (20) 

From equations (1) and (2), (20) can be 
written as follows: 

 − − − −   
   − − − −
   =
   − − − −   
  − − − −  

*
1 1 1 2 2 3 1 11
*
2 4 1 2 2 5 1 12
*3 3 6 3 2 4 7 2 2
*4 4 4 3 6 4 8 2 2

..

..
. .
. .

sd

sq

sd

sq

x a x a x a b ve
x a x a x a b ve

e x a x a x a b v
e x a x a x a b v

 (21) 

The increasing function of Lyapunov 
which analyzes the stability of the system is 
defined by: 

  
( ) = + + + +  

2 2 2 2
2 1 1 2 3 4

1
2

V V e e e e         (22)  

Its time derivative is: 

         
= + + + +2 1 1 1 2 2 3 3 4 4

. . . . . .V V e e e e e e e e (23) 

The overall stability of the system is 
obtained if only 2V  is definite negative 
therefore 1e , 2e , 3e , 4e  are chosen as in the 
first step: 

               
     

= −
 = −


= −
 = −

1 1 1

2 2 2

3 3 3

4 4 4

.

.

.

.

e K e
e K e
e K e
e K e

                   (24) 

Where: K1, K2, K3 and K4 are positives 
constants. The machine stability according 
to the Lyapunov stability theory is proved by 
the following inequality: 

 = − − − − <2 2 2 2
2 1 1 1 2 2 3 3 4 4
. .

0V V K e K e K e K e   (25) 

Finally the actual control is represented by 
the following components of stator voltages: 
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 = − − − + 
*

1 1 1 1 2 2 3 1 1
1

.1
sdv x a x a x a K e

b
       (26) 

  
            

 

 = − − − + 
*

1 2 4 1 2 2 5 2 2
1

.1
sqv x a x a x a K e

b
      (27)

      
   

 

 = − − − + 
*

2 3 6 3 2 4 7 3 3
2

.1
sdv x a x a x a K e

b
     (28)  

 = − − − + 
*

2 4 4 3 6 4 5 4 4
2

.1
sqv x a x a x a K e

b
     (29)

             
The global control scheme of the HEV 

system is illustrated in Fig. 6, the scaling 
factors Ke and Kde are used to normalize the 
error “e” and error variation “de”, 
respectively while α is for the output. 
 
6. SIMULATION RESULTS AND 
INTERPRETATION 

The DSIM studied in this paper is 
powered by two voltage source inverters 
with a pulse width modulation (PWM) 
control strategy. Its nominal electrical and 
mechanical parameters are as follows: 
Pn=4.5kw,Rs1,s2=3.72Ω,Rr=2.12Ω,Lm=0.3672H
Ls1,s2=0.022H,Lr=0.006H,J=0.0625Kg.m2,p=1
and Kf=0.001Nm.(rd/s)-1. The reference 
speed is set to +4rd/s and -4rd/s in low speed 
inversion mode. Throughout the simulation, 
the value of the reference flux is maintained 
at 1Wb thanks to a weakening block. 

 
 

 

 

 

 

 

 

 
 
 
 
 
 
 

Some tests using the MATLAB/SIMULINK 
environment are performed to show the 
performance of the fuzzy backstepping 
control in the transient and permanent 
regime for a healthy DSIM. The machine is 
only under the load torque (equal to the 
nominal value of 15N.m) which is applied at 
t=1sec, followed by a speed reversal at 
t=1.5sec.   Fig. 7.a presents the simulation 
results of the rotor speed signal. With FBSC, 
the speed follows its reference value (4rd/s) 
without overtake, imposing the smallest 
average static error, while BSC imposes a 
fast dynamic, but with an overtaking of 10%, 
the static error is large at steady-state. No 
oscillations in speed response after t=1sec 
for both control strategies, which explains 
the rejection of the load torque effect. When 
the DSIM operates in speed reversal at 
t=1.5sec, the FBSC ensures a smooth and 
precise speed reversal with a good reference 
tracking (-4rd/s). Fig. 7.b illustrates a good 
electromagnetic response with a nominal 
load application, but with the BSC, at start-
up and speed reversal, the electromagnetic 
torque has the highest peaks of 60N.m and   
-60N.m respectively, after a fast dynamic, 
the torque compensates the friction losses 
and the load torque. No ripples in the 
steady-state electromagnetic signal proving 
that the FBSC scheme is able to compensate 
for external load torque. 
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                            (a) 

     

 
                         (b) 

     

 
                            (c) 
       

 
                           (d) 

Figure.7: Simulation results of BSC and FBSC 
 

Fig. 7.c proves that the FBSC is able to 
correctly lead the flux to its desired 
reference (1Wb), even under load torque 
disturbances and speed reversal. Fig. 7.d 

shows the behavior of the line current isa1 of 
the first stator which has a steady-state 
sinusoidal waveform, slightly affected by the 
switching frequency generated by the 
inverters. During the dynamic states (start-
up and speed reversal), the DSIM consumes 
very important currents, with the BSC, 
there are three peaks of current: 22A, -16A 
and -22A, the amplitudes of these peaks 
decreased when using FBSC: 22A, -4A and -
11A. When inserting the load, the amplitude 
of currents reaches 6.5A for both control 
methods. The obtained results summarize 
and reflect the improvement in the dynamic 
and steady-state of DSIM in low speed 
operation when controlled by the FBSC. 
Test of robustness 
Influence of the speed variation on the 
electromagnetic torque response is shown in 
Fig. 8.  

 

 
                         (a) 

     

 
                                           (b) 

Figure.8: Simulation response to a stair of 
reference speed (4rd/s, 7rd/s and 10rd/s) with 

rated load at t=1,5s 
       

The change of the reference speed is chosen 
as follows: (0s<t<1s: ωref=4rd/s), (1s<t<2s: 
ωref=7rd/s) and (2s<t<3s: ωref=10rd/s). It can 
be seen that the amplitude of the transient 
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peaks is reduced with FBSC due to its better 
perturbations rejection. The DSIM using the 
FBSC offers good performance and better 
stability at variable low speed. 
 
7. CONCLUSION 
In this paper, a fuzzy backstepping control 
applied to the low speed regulation of a 
double star induction machine driving an 
HEV has been presented. The proposed 
control uses the robustness of the BSC and 
the smoothness of the FLC. The validity of 
the proposed control is confirmed via 
MATLAB/SIMULINK. Obtained results 
assert that the combination of FLC-BSC 
improves the dynamic performance of the 
HEV in lower speed operation, where the 
speed tracks the desired reference without 
overshoot or static error. In addition, the 
robustness test shows that the proposed 
control is insensitive to low speed variation 
and external disturbances. The proposed 
control can replace the classic backstepping 
control, especially in critical operations. As 
future work, the proposed control will be 
injected into a fault-tolerant control system 
for a HEV driven by DSIM with a new 
version without a speed sensor. 
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ABSTRACT 

In this work, we are interested in modeling and 
simulation of InP/InGaP quantum dot solar cell, two 
parameters were investigated the number of quantum 
dots embedded in the solar cell’s structure and the 
thermal effect on their parameter characteristics, first 
we have studied the effect of number of quantum dot 
layers inserted, the insertion of 30 quantum dot layers 
gives better results, then we have studied the effect of 
the temperature on the parameter characteristics of 
InP/InGaP solar cell with 30 quantum dot layers, like 
all other semiconductor devices solar cells are 
sensitive to temperature the most parameter affected 
by the temperature rising is the open circuit voltage, 
the increase of temperature from 260 to 400K leads  to 
the decrease of Voc from 0.67V to 0.48V and, in turn, 
the conversion efficiency from 17.26% to 12.20%, 
however the Jsc increases slightly from 31.64 Am/cm2 
for 260 K to 32.02 Am/cm2  for 400K . 

Keywords: Quantum Dot, Solar Cell, 
Temperature, Thermal Effect. 

1. INTRODUCTION  

 
Several external factors degrade the 

performance of solar cells the most important 
factor is the temperature. Temperature rising is a 
negative factor in almost all systems, high 
operating temperatures tend to cause 
performance degradation or even malfunctioning 
of circuits and components, thus reducing the 
reliability of all system. In solar photovoltaic cells 
this temperature rising affects on the behavior of 
cells and therefore the electrical properties of 
solar cells such as short circuit current, open 

circuit voltage, the fill factor and conversion 
efficiency [1-2].The quantum dots is one of the 
indispensable technology for realizing 
photovoltaic devices with high efficiency, they 
allow the tuning of the effective band gap which 
lead to the tuning of the optical properties to 
correspond to the desired wavelength. For 
photovoltaic applications, such as quantum dot 
solar cells (QDSCs) which are known as third 
generation solar cells, the quantum dot structure 
have been demonstrated an improvement in the 
solar cells characteristics such as short circuit 
current, open circuit voltage and conversion 
efficiency [3-4], this due to the absorption of sub-
band gap photons. III-V QDs solar cells are one of 
the most active research fields, among them the 
InAs/GaAs, GaSb/GaAs,  InGaAs/GaAs , 
AlGaAs/GaAs; their physical and optical 
properties have enhanced the solar cell’s 
efficiency [5-6]. Recently a lot of works 
concentrate on novel structure to boost the 
photovoltaic conversion efficiency  like the InGaP 
which was integrated in GaAs quantum dot 
structures,  previously works have been used the 
InGaP  for double and triple junction photovoltaic 
also for tandem solar cells [7-9]. 
In the present paper we are interested in 
modeling and simulation of InP/InGaP quantum 
dots solar cell to show the effect of the insertion of 
quantum dot layers and the temperature on the 
characteristic parameters of the studied solar 
cell. The schematic diagram of the present 
InP/InGaP Quantum Dot Solar Cell is shown in 
fig.1. 
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Figure.1:  Structure of InP/InGaP quantum dots solar 

cell. 
 

 

 

 

 

 

 

 

 

 

 

Figure.2: Zoom of the quantum dots region within the 
InP/InGaP quantum dots solar cell structure. 

All the quantum dot solar cells have a p-i-n 
structure consisting of 50 nm  GaAs contact layer 
with Be doping density of 1× 1019, 30 nm  
Al0.75Ga0.25As window layer with Be doping of 
2× 1018 cm-3, 200 nm GaAs emitter layer with 

Be doping density of 2× 1018 cm-3 , intrinsic 
region which contains a different number of 
InP/In0.5Ga0.5P quantum dot layers  (see zoom 
in fig. 2),the quantum dots  are capped by 15 nm 
i - GaAs which separates the quantum dot layers, 
300 nm GaAs base layer with Si doping density 
of 1× 1017 cm-3, and 200 nm  GaAs buffer layer 
with Si doping density of 1×1018 cm-3 ,the 
structure is deposited on GaAs substrate. 

 

Figure.3: Simulated band diagram of  InGaP/InP 
quantum dots solar cell structure. 

All the quantum dot solar cells have a p-i-n 
structure consisting of 50 nm  GaAs contact layer 
with Be doping density of 1× 1019, 30 nm  
Al0.75Ga0.25As window layer with Be doping of 2× 
1018 cm-3, 200 nm GaAs emitter layer with Be 
doping density of 2× 1018 cm-3 , intrinsic region 
which contains a different number of 
InP/In0.5Ga0.5P quantum dot layers  (see zoom in 
fig. 2),the quantum dots  are capped by 15 nm i - 
GaAs which separates the quantum dot layers, 
300 nm GaAs base layer with Si doping density of 
1× 1017 cm-3, and 200 nm  GaAs buffer layer with 
Si doping density of 1×1018 cm-3 ,the structure is 
deposited on GaAs substrate. Fig.3 shows the 
simulated band diagram of quantum dots solar 
cell structure under the AM 1.5G illumination 
where quantum dots are inserted inside the 
intrinsic region of a p-i-n solar cell structure. The 
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concept of quantum dots create a sub-bandgap 
photons which contribute to the device current, 
whereas the carriers confined in the intrinsic 
region will be pumped to the emmiter and base 
region, and therefore enhances the photocurrent 
of the solar cell. 
 

2. THEROTICAL MODEL   

In this section we will see the equations used 
in the modeling and simulation of this structure 
and the relation between the main parameters of 
solar cells and the temperature of an idealized 
single-junction PV cell.  

 
Poisson’s Equation relates the electrostatic 

potential ψ to the space charge density [10]. 
 
The current densities in the continuity 

equations may be approximated by a drift-
diffusion model [11]. 
 

The solution of Schrodinger's equation gives a 
quantized description of the density of states in 
the presence of quantum mechanical confining 
potential variations [12]. 
 

The Capture-Escape Model treats the 
dynamics of bound carriers by breaking carriers 
into bulk and bound subsystems  
coupled to each other by a capture-escape rate 
[12,13]. 
 
 

 The lattice constant of In1-xGaxP material 
system with composition dependent is 
given by the Vegard’s law: 

 
GaPInPPGaIn xaaxa

xx



)1(

1
                                          (1) 

 
Where aInP is the lattice constant of InP , aGaP is 
the lattice constant of GaP there values are 
5.87A°, 5.45A° respectively. 
 

 The composition dependent of energy band 
gap is given by [14]: 
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 The strain produced between In1-xGaxP and 
InP is given  as follows: 
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 The strain produced between In1-xGaxP and 
GaAs is given  as follows: 

PGaIn

PGaInGaAs
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a
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1

1                                                  (4)            

 The open-circuit voltage is the maximum 
voltage available from a solar cell; Voc is 
strongly dependent on temperature. For an 
ideal p-n junction, Voc can be given as [1]: 

]1)ln[( 
s

ph
oc I

I
q

KTV                                              (5) 

 
Where, K is Boltzmann constant, T is the 

temperature, q is      the electronic charge, Iph is 
the photocurrent, and Is, is the diode saturation 
current. 

 The short circuit current (Isc) increases 
slightly with temperature, for an ideal p-n 
junction, Isc can be given as [15]: 

phssc I
KT
qV

II  ]1)
)(

[exp(                                (6)  

        
 Fill factor is defined as the ratio of the 

maximum power output (Pmax) at the 
maximum power point to the product of Isc 
and Voc. The fill factor can be given as [2]: 

          
ocsc

mm

VI
VI

FF



                                                       (7) 

 
           Where Im is the maximum current and Vm 
is the             maximum voltage: 
 

 The efficiency of a solar cell is the ratio of 
the power output corresponding to the 
maximum power point to the power input 
the efficiency (η) can be given as [2]:                             

in

ocsc

P
FFVI 

                                                      (8) 

                                                                         
Where Pin is the power input. 
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3. RESULTS AND DISCUSSION 
     
       In this work, we are interested in modeling 
and simulation of InP/In0.5Ga0.5P quantum dots 
solar cell in goal to enhance the standard solar 
cell performances. Along the first part of this 
work, all simulations were performed at room 
temperature using AM1.5 of one sun. The 
composition fraction of In1-xGaxP used in solar 
cells grown on GaAs is around 0.5 Ga0.5In0.5P that 
is lattice matched to GaAs. The simulation of 
InP/In0.5Ga0.5P quantum dots solar cells for 
different number of quantum dots layers 10, 20, 
and 30, respectively is done to indicate the 
influence of the quantum dots on spectral 
response and the current-voltage characteristics.  
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Figure.4: Simulated strain of  In1-xGaxP /InP material 

composition dependence 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure.5: Simulated strain of  In1-xGaxP /GaAs 
material composition dependence 

Fig.7 presents the simulated EQE values as a 
function of wavelength. The External Quantum 
Efficiency EQE is the ratio of the number of photo 
generated electron-hole pairs collected at the 
electrodes to the number of incident photons. As 
we can see in this figure the EQE gradually 
increases with inserting the quantum dot layers, 
there is a clear enhancement of EQE in the wide 
range of 500-800 nm for all the solar cell devices 
[21-22]. The EQE of a reference GaAs cell turn to 
zero around the wavelength of 900 nm this 
wavelength is extending to 1020 nm by adding 
the quantum dot layers ,this enhancement is 
related to the increase of number of quantum 
dots, In the range of 900-1020 nm there is an 
enhancement of EQE for devices with 30 
quantum dots. These results confirm what we 
have obtained and presented previously in fig.6.  

 
The increase of quantum dot layers improves 

the absorption of light, it leads to have more and 
more sub-band photons, which enhance the 
creation of electron-hole pairs therefore, 
contribute to the additional photocurrent [23-24]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure.7: External Quantum Efficiency versus the 
wavelength for InP/InGaP QDSCs. 

The current density–voltage characteristics for 
these devices for different number of quantum 
dots are presented in fig. 6 and summarized in 
table I. 
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Figure.8: J (V) of InP/InGaP for different number of 

quantum dot layers. 

 
Compared to the reference cell, all the 

quantum dot solar cells have a high short circuit 
current density Jsc and low open circuit voltage 
Voc, due to the effect of quantum dot embedded in 
the intrinsic region, Also as we can see in fig. 6 
there is a clear enhancement of the short circuit 
current density Jsc with increasing number of 
quantum dots introduced in the intrinsic region, 
the short circuit current density increases from        
23.07 mA/cm2 for 10 QDs to 31.73 mA/cm2 for 30 
QDs this enhancement could be explained by the 
improvement of the additional sub-band gap 
absorption from QDs.  

TABLE 1. The important parameters of  InP/InGaP quantum 
dot  solar cell for different number of qds layers 

. 
 

QDs 
Jsc 

(mA/cm2) 
Voc(V) FF(%)  η(%) 

No QDs 20.82 0.7 79.93 11.65 

10 23.07 0.657 83 12.58 

20 27.64 0.644 82.36 14.66 

30 31.73 0.635 82.33 16.59 

 
 
However, the increase of number of quantum 

dots stacked into the intrinsic region leads to a 
degradation of the open circuit voltageVoc from 
0.657 V for 10 QDs to 0.635 V for 30 QDs [16-
17].The reduction in the open circuit voltage may 

have resulted by the thickness of the active 
region. When the number of quantum dots 
inserted in the intrinsic region becomes very 
high, this leads to have a large lattice mismatch. 
The strain induced defects act as a non radiative 
recombination [18-20]. In this second part; we 
have studied the effect of the temperature on the 
InP/In0.5Ga0.5P -30 QDSC to show the effect of the 
temperature on the characteristics parameters of 
the studied solar cell. 

 
TABLE 2. The important parameters of  inp/ingap -30 
quantum dots solar cell with different temperature. 

 
 

Temperatu
re (K) 

Jsc 
(mA/cm2) 

 
Voc (V) 

FF (%) η (%) 

260 31.64 0.675 80.81 17.26 

280 31.72 0.652 81.18 16.79 

300 31.73 0.635 82.33 16.59 

320 31.81 0.604 80.81 15.56 

340 31.85 0.58 80.65 14.9 

360 31.87 0.556 78.44 13.9 

380 31.91 0.53 77.87 13.17 

400 32.02 0.482 79.04 12.2 

 
 
The current density–voltage characteristics for 

different values of temperature are shown in fig. 
8.  The temperature dependences of the short 
circuit current, open circuit voltage and 
conversion efficiency of InP/InGaP QDSC are 
calculated and shown in table II, fig. 9 and fig. 10. 
As we can see in fig.8 and fig.9 the open circuit 
voltage decreases with increasing temperature. 
From 0.675 V for 260 K to 0.482 V for 400 K due 
to the decrease in the band gap. However, the 
short circuit current density increases with 
increasing temperature from31.64 mA/cm2 for 
260 K to 32.02 mA/cm2 for 400 K as shown in 
fig.9. This increasing could be  well explained by 
the decrease in the band gap with temperature 
for most semiconductors. As the temperature 
increases the band gap decreases. The solar cell 
responds to longer wavelength in the solar 
spectrum so more photons have enough energy to 
create electrons holes pairs and therefore Jsc 

increases. 
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Figure.8: J (V) of InP/InGaP characteristics for 
different values of Temperature. 

Fig.10 shows the change in conversion 
efficiency with temperature. The fill factor and 
conversion efficiency decrease with increasing 
the temperature, as it is shown in table II. The 
decrease in fill factor and the conversion 
efficiency is mainly due to the decrease in the 
open circuit voltage. Whereas, the increase in the 
short circuit current with temperature it will not 
significantly affect the fill factor and the 
conversion efficiency [25-27]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure.9: Short-circuit current density (Jsc) and open 

circuit voltage (Voc) versus Temperature for 
InP/InGaP -30 QDSC. 

 

 

 

 

 

 

 

 

 

Figure.10: Conversion Efficiency (η) versus 
Temperature for InP/InGaP-30 QD. 

4. CONCLUSION 
 
In this work, the structure InP/In0.5Ga0.5P 

solar cell with quantum dot structure showed an 
enhancement of conversion efficiency compared 
with reference GaAs solar cell. The maximum 
value of conversion efficiency of 16.59 % is 
obtained under 1 Sun AM1.5G with 30 QDs. The 
values of the short circuit current and open 
circuit voltage have been changed with the 
number of quantum dot layers inserted from 10 
QDs to 30 QDs. The analysis of the temperature 
dependence electrical properties showed a slight 
increasing of the short circuit current and 
degradation in the open circuit voltage with 
increasing the temperature leading to the 
degradation in fill factor and conversion 
efficiency.  
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ABSTRACT 

This article presents the realization of an  

embedded system under FPGA in image 

signal digital processing for noise 

suppression and edge detection. The 

implementation was carried out using the 

advanced Xilinx System Generator (XSG) 

language and associating it with a high-level 

graphical interface under Matlab based on 

Simulink blocks. We validated this system 

by functional tests on many images under 

Matlab then under VHDL generated by 

XSG. The results obtained allowed us to 

appreciate the functionality and the 

performances of our system implemented 

under FPGA Nexys2. 

Key Words: FPGA, Edge detection, VHDL, 

XSG.  

 

1. INTRODUCTION 

   At present, there is a growing interest in 

the development   and use of programmable 

logic circuits, such as FPGAs, in 

multidimensional applications  of processing 

such as biomedical imaging and robotic 

vision that require high speed and  flows. 

The capacity and performance of FPGAs 

have been improved to such an extent that 

these circuits have become a reconfigurable 

hardware platform of  prototyping  for the 

implementation of high performance image 

processing algorithms. They are now widely 

used in high performance filtering 

applications such as medical imaging, 

portable image, mobile video applications, 

satellite data, weather forecasts and seismic 

data. The industrial goal in this case is to 

reduce the cost of these equipments by 

implementing them on programmable logic 

devices such as the FPGAs. As the 

complexity of FPGAs has increased, several 

tools and software have been associated with 

FPGA realizations to facilitate the 

algorithms implementation. The Xilinx 

Generator System is a Xilinx design tool 

that allows us to use Math Works design 

environment   based  on Simulink model for 

FPGA design. A design is modeled using the 

intuitive visual environment within 

Simulink that uses multiple sets of specific 

blocks to accelerate development.  

In addition, the system can perform the 

FPGA implementation steps such as 

synthesis, mapping, and generation of FPGA 

executable files (.lib).  

 

Integrating of embedded processing 

functionalities on an FPGA provides several 

benefits. There is no fixed architecture 

implementation and therefore no 

requirement that the functions be performed 

by hardware rather than software. There is 

therefore a vast choice of possible solutions 

for each application, ranging from more 

general to more specific. FPGAs provide very 

high performances of hardware with simple 

and fast use of software configuration. 

 

   Our work is to establish how convolution  

and multi-dimensional digital correlation 

operations are used for  image digital 

processing applications such as image 

filtering, enhancement, and recognition, to 

297 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 

realize an embedded system under FPGA, 

[1]. 

 

2. PRETREATMENT OF IMAGES 

To import data into the MATLAB 

workspace from a graphics file,  we use the 

(Image from file) block. With this block, we 

can import file data in many formats of 

standard files, including the format (TIFF, 

GIF, JPEG, and PNG). 

The Video Viewer block allows us to view a 

binary file, the intensity, an RGB image or a 

video stream. The block provides simulator 

controls for the game, pause, and stage of 

the model's execution. 

The Resize block enlarges or shrinks an 

image by resizing the image along a 

dimension (row or column). Then, it resizes 

the image along the other dimension 

(column or row). This block supports 

intensity and color images on its ports. 

When we enter a floating point data type 

signal, the block issues the same data type. 

The color space conversion block converts 

color information between color spaces. We 

use the conversion parameter to specify the 

color spaces. In our case we have chosen a 

transformation (R'G'B 'to intensity) to have a 

2D gray image in order to be able to 

introduce the image into the next dimension 

conversion block. 

The 2-D convector at 1-D block reshapes 

an M-by-N input matrix to a 1-D vector with 

a length M * N. The input is remodeled, as 

shown in Fig.1 for a 3-by-2 matrix. The 

frame block passes the input to the output 

by setting the output sample mode. The 

latter selected may at  the base of  samples 

or  frames. 

 

Fig. 1. Operating principle of a converter 

The frame conversion block makes changes 

only  on the sampling mode of the input 

signal. This block can not resize 2D inputs 

because 1-D vectors can not be sampled in 

frame mode. When the input is a 1-D vector 

of length M and the conversion block is in 

frame mode, the output is an M-by-1 matrix 

or a single channel. 

   The Unbuffer block transforms an entry 

Mi by N, into a 1-by-N output. In other 

words, the inputs are arranged so that each 

row of the matrix becomes an independent 

sample time at the output. The rate at which 

the block receives inputs is generally less 

than the rate at which the block produces 

outputs, [2]. 

 

3. REALIZATION OF MEDIAN  FILTER     

WITH THE XSG 

   The realization of a median filter requires 

the following blocks:  

A. Window block  

   The pixel values of the input image are 

imported into this module in series. In order 

to obtain an NxN window,  a number N of 

delay blocks are necessary where the first 

block has a zero delay and the others have a 

delay of 1. A window creation module 5x5 is 

represented in figure 2. 

 

 
 

 

Fig. 2. windowing module 

B. Calculation block 

   In this step, the calculation of the median 

value is done from the image where each 
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value window is divided into three parts. 

The median value for each part is then 

calculated to have the final median value. 

Figure 3 shows the block diagram used in 

the calculation of the median value. 

 

 

 

Fig. 3. Block diagram showing the calculation 

method used 

   To better detail the calculation method 

used, Figure 4 below shows the contents of a 

calculation block, this block calculates the 

maximum, minimum and median value of 

each of the three values separately in order 

to have the median value of the pixels 

introduced at the entrance of the block. 

 

Fig. 4. Detailed calculation block 

    

 To obtain the three values mentioned above, 

multiplexers are used. They are connected to 

comparators. The value of one of the two 

inputs (a and b) will be propagated on the 

output of the multiplexer according to the 

value of sel (called selection): if sel = 0, the 

propagated value will be d0 and in the 

opposite case the propagated value will be 

d1. And figure5 below shows the internal 

calculation circuit. 

 

Fig. 5. Internal calculation circuit. 

   In the complete diagrams illustrated in 

Figures 6 and 7, we have a windowing  block 

and a calculation block of the median value 

plus a selection block that does not replace 

the value of the central pixel by the median 

value of its neighborhood. 

 

Fig. 6. Complete Block diagram of a 3x3 median 

filter. 
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   Before simulating, we must add a  noise: 

pepper and salt  to compare our results with 

those obtained by matlab programming. 

 

Fig. 7. Complete Block diagram of a 5x5 median 

filter. 

   For that we use the block (interpret matlab 

function) which allows us to add functions to 

the simulink block, [3-7]. 

C. Results 

     In this part we are interested in the 

design in VHDL language of digital filters 

mentioned before. For that, we used the 

software of Xilinx ISE 14.7 as well as Matlab 

2011. 

     For the hardware implementation, we 

consider the performances of the FPGA card, 

especially the required memory space. The 

advantage of FPGAs is that  make it possible 

to realize high performance filters in terms 

of speed. 

     However, the major difficulty is having 

the  input and output image without any 

offset or loss of data. 

     After realizing the complete schema, we 

implemented it on the FPGA. The  FPGA 

implementation  consists of several steps 

namely: translation, mapping, placement, 

routing and finally the generation of the 

".bit" configuration file in order to program 

the FPGA. To accomplish these steps, we 

used the     ISE  Xilinx 14.7  software where 

all the implementation tools are integrated 

into the ISE Navigator. To check the syntax 

problems of the program, we click on the 

item 'check syntax' then on the item 

"Implement Design", which consists in 

translating the coded instructions of the 

program to the Hardware and make the 

location and the routing between logical 

blocks. The last step is the generation of the 

program in order to implement it on the 

card. To do this, we click on the item 

"Generate Programming File". At the end of 

this step, a 'JTAG' file is generated and we 

can load our design into the FPGA card. 

 

 Stream Bit Generation 

    After generating the global system in 

VHDL under XSG, the next step is to 

generate the Bitstream file. 

After BitStream generation, the JTAG file 

containing the VHDL program is generated. 

We obtain the figure 8. 

 

 
Fig. 8. Complete schema with the JTAG block. 

   The results obtained by simulation using 

the xilinx generator system, will be 

compared to the results obtained by Matlab 

programming . Figures 9 and 10 below 

illustrate the results obtained after 

simulation of  median filters 3x3 and 5x5. 

Comparing Fig.9(a) and Fig.9 (b) which 

represent the results obtained for the 3x3 

median filter, under Matlab and the Xilinx 

generator system respectively, it is noted 

that the image obtained using XSG is 

identical to that obtained by Matlab 

programming. 

Through the flexibility of programming the 

FPGA card, the size of the filter can be 

increased from 3x3 filter to 5x5 filter. Note 

that the results obtained with the 5x5 filter 

by Matlab programming are better than  
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those obtained with the Xilinx generator 

system. Indeed we see a loss in details and a 

decrease in the quality of the image. 

 

(a )                                         ( b ) 

Fig. 9. Comparison of  obtained results with the 

3x3 median filter. 

3x3 filtering is therefore better suited by 

using Xilinx generator system. 

 

      ( a )                                (  b ) 

Fig. 10. Comparison of  obtained results with the 

5x5 median filter. 

 

   After the implementations of the median 

filters, we were interested in the detection of 

contours in an image by a particular type of 

filter which is the Sobel filter. 

4. EDGE  DETECTION   

   Edge detection includes a variety of 

mathematical methods that aim at 

identifying points in a digital image at which 

the image brightness changes sharply or, 

more formally, has discontinuities. The 

purpose of detecting sharp changes in image 

brightness is to capture important events 

and changes in properties of the considered 

image. It  includes discontinuities in the 

depth, in the orientation of a surface, in the 

properties of a material etc ... Edge detection 

is a fundamental tool in image 

processing, machine vision and computer 

vision, particularly in the areas of feature 

detection and feature extraction.  

   Applying an edge detection algorithm to an 

image may significantly reduce the amount 

of data to be processed and may therefore 

filter out information that may be regarded 

as less relevant, while preserving the 

important structural properties of an image. 

In an image with gray levels, a sharp change 

in the value characterizes an edge. The 

purpose of the operation is to transform this 

image into another one of the same 

dimensions in which the edges   appear by 

convention in white on a black background, 

[8,9]. 

 

A. Sobel edge detection    

    The Sobel filter is an operator used in 

image processing for edge detection. It is one 

of the simplest operators, but gives correct 

results. 

   Technically, it is a discrete differentiation 

operator, computing an approximation of 

the gradient of the image intensity function. 

The gradient calculation is conducted 

through two masks, the first performing a 

horizontal gradient, the second a vertical 

gradient. The second mask is deduced from 

the first by a rotation of Π / 2. The masks 

are given below for horizontal and then 

vertical edges. 

When c = 1, it is the operators of Prewitt, 

when c = 2, of those of Sobel. 

 

 
 

Compared to the previous ones, these masks 

have the advantage of producing two effects. 

In addition to calculating the gradient in one 

direction, these masks perform smoothing in 

the orthogonal direction. This smoothing 

makes these masks a little less sensitive to 

noise than the previous ones, [10, 11]. 
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B. Realization of a Sobel filter with the 

XSG  

    The block diagram in Fig. 11 below shows 

the principle of a Sobel filters which makes 

horizontal and vertical edges detection of the 

X and Y gradient. There are two detection 

blocks: vertical and horizontal plus a 

binarization block that cancels values below 

the threshold and sets a value of 255 to the 

higher value to have a white edge on a black 

background. 

 

Fig. 11. Operating principle of a Sobel filter 

The filter coefficients are displayed above 

each FIR block in Fig. 12. 

 

 

Fig. 12. Functional diagram of the Sobel filter 

 

Fig. 13 shows the schematic of the Sobel 

filter obtained with the Xilinx generator 

system. 

 

Fig. 13. Block diagram of the Sobel filter using 

XGS. 

The next step is to generate the Bitstream 

file. 

 

Fig. 14. Complete diagram with the JTAG block. 

C. RESULTS 

   After realizing the simulation, the results 

obtained are displayed using one of the 

applications that uses edge detection based 

on a segmentation method used in medical 

imaging, for the detection of tumors in 
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cervical scanners in order to have maximum 

accuracy the contour of the tumor, [12]. The 

results are shown in Fig. 15. We see that the 

purpose of detecting sharp changes in image 

brightness is to capture important events 

and changes in properties of the considered 

image. 

 

 

Fig. 15. Tumor detection 

In this part we realized the different phases 

of implementation under FPGA for the 

various treatments of the biomedical image. 

Thus we have validated by functional tests 

the implementation of the preprocessing of 

the image signal, by the median filter in the 

case of image denoising and Sobel filter for 

the detection of the edges. FPGA hardware 

implementations of all these applications 

have been successfully realized. 

5. CONCLUSION 

    In order to acheave a hardware 

implementation on the Nexys2 FPGA card, 

we proposed a global design of a VHDL 

embedded expert system. 

The hardware implementation on FPGA 

Nexys2, was carried out using the advanced 

language XSG. This required the translation 

of the different phases of the filtering and 

edge detection system, into mathematical 

equations that can be implemented in a 

hardware way. 

Taking into account the hardware 

constraints of the FPGA, we were able to 

acquire and condition the image signal so 

that it could be processed in real time on the 

Nexys2 card. 

We validated our system by functional tests 

of our algorithm on many images under 

Matlab then under VHDL generated by 

XSG. The results obtained allowed us to 

appreciate the functionality and 

performance of our implemented system. 

We can conclude that the Xilinx Generator 

System (XSG), which uses Matlab's two 

Simulink interfaces and Xilinx XSG 

softwares, is the future of algorithmic model 

design and simulation applications. It 

provides fast ways to make the 

implementation of complex techniques used 

in image processing. The main application of 

XSG is its response to time and fast start 

constraints by producing all the files 

required for hardware co-simulation 

automatically. 

In addition, the intrinsic FPGA structure 

lends itself to parallel processing, which is 

advantageous for imaging algorithms 

dedicated to very specialized applications in 

the medical domain. 
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ABSTRACT
The wireless local area networks, WLAN,

Wi-Fi are generally a dual band or
multiband wireless standard communication
devices. Due to the gradual development of
electronics and wireless communications,
the requirement for mobile devices operating
at different standards or for different
applications is extending. So, on the other
hand, wireless communication systems are
developing toward biband functional devices.
Several researchers have devoted large
efforts to improve performance of antennas
that satisfy the above demands. The
antenna is designed using coplanar
waveguide CPW and is suitable to be
embedded inside the casing of mobile phone
applications. Two operating bands covering
2.47 for Wi-Fi and 5.32 GHz for WLAN
systems are achieved with good radiation
efficiencies.
Key Words: CST; CPW, Dual

band ,Antenna WLAN/Wi-Fi applications.

1. INTRODUCTION
The modern wireless communication

systems have a great demand for compact
designs, dual band and low-cost antennas
that can operate at various communication
standards simultaneously. These antennas
can allow the designer to integrate wireless
local area network (WLAN) and worldwide
interoperability for microwave access
(WIMAX) into one single system. Since the
WLAN standards are ranges from WLAN in

USA [5.15 - 5.35 GHz, 5.725 - 5.875 GHz]
and the Wi-Fi standards ranges from [2.4 -
2.48 GHz] [1].

The coplanar transmission line, also
called coplanar guide and CPW (Coplanar
Waveguide), is a key element in the design
of integrated circuits. It was proposed for the
first time as an alternative to the micro strip
line by Wen [2-3].The coplanar transmission
line has several advantages over the micro
strip line. It makes it possible to dispense
with the back-end technological processes
used for the production of micro strip lines
and thus to reduce the cost of manufacture.
It also presents a flexibility of design and
realization. It also shows ease of integration
with other circuits without the use of metal
was due to its uniplanar nature. In addition,
it facilitates the realization of complex
circuits such as filters and insulators. It is
for these reasons that we chose to use
coplanar interconnections [4-8].

These antennas have the advantage of
having a dual bandwidth and allow easy
integration with the active devices. The
CPW feed mechanism offers several
advantages over the micro strip feed because
it has less dispersion and low radiation loss.
As a result, CPW powered antennas are good
candidates for antenna design short [9-11].
The supply line, the ground plane and the
radiating element are on the same face of
the substrate. In addition, the characteristic
impedance of a CPW line depends little on
the substrate height and depends on the
dimensions of the conductive surface [12-14].
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In this paper, we propose a new
promising design of bi-band antenna with
coplanar waveguide (CPW) for Wi-Fi and
WLAN band operations. This antenna meets
the simple structure, easy production, low
cost and the bandwidth requirements in the
required frequency bands.

2. ANTENNA DESIGN
The geometry of the proposed

configuration consists of a patch powered by
a CPW feed line antenna. , shown in
Figure.1. The proposed antenna is designed
using CST software based on FIT method
and constructed on a FR-4 substrate h= 1.6
mm .The dimensions of the substrate are W
× L = (47 × 25) mm2 and having a CPW
ground of size L1× W1, a relative permittivity
of εr = 4.3 and a dielectric loss tangent of
0.018.

Figure.1: Basic printed antenna prototype.

The geometric parameters of the antenna
Figure.1 are shown in the following Table.1.

Table.1 Basic Antenna Geometrical
Parameters.

3. PARAMETRIC STUDY
To improve the performance of the

antenna, we performed a parametric study
at certain parameters S. This parametric
study showed us how these parameters can
modify the antenna performance and mainly
their effect on the two frequency bands
(bandwidth) as well as the effect on the
adaptation of the antenna. These properties
make the antenna suitable for Wi-Fi/WLAN
applications.

Table.2 The results of the simulated
antenna for different values.

Parameters Value (mm)

L 25
L1 8.27
L2 6.26
L3 8.27
L4 2.25
L5 2.25
L6 14.3
W 47
W1 12.6
W2 18.32
W3 12.6
W4 24
W5 26

Width S
(mm)

Frequency
(GHz)

Amplitude
(dB)

19 2.66 5.14 -27 -19

20 2.61 5.89 -28 -53

21 2.57 5.74 -30 -40

22 2.53 5.58 -29 -36

23 2.50 5.41 -28 -42

W

L
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Figure.2: Simulated return losses for different
values.

4. SIMULATION AND RESULT

We have simulated a printed antenna
powered by a coplanar waveguide CPW for
mobile application, which is a specific type of
miniature antenna intended for Wi-Fi and
WLAN standards operating at 2.47 GHz and
5.32 GHz respectively. The simulation result
obtained for the return loss S11 as a
function of the frequency (GHz). Fig. 3
represented in the frequency range [1-10
GHz] under the simulation tool CST.

Figure.3: Bi- band antenna computed return loss.

The Figure.3 shows that there are two
frequency bands of resonances in the
frequency range from 1 to 10 GHz. A good
adaptation is observed at the frequency 5.32
GHz. The reflected powers are -41 dB and
for the second frequency 2.47 GHz equal to -
30 dB.

Figure.4 shows the radiation patterns in
the H- and E-planes at resonance
frequencies of 2.47 and 5.32 GHz,
respectively. It is found that the antenna has

good radiation patterns at all frequencies in
the E-plane and the H-plane.

From Figure.4 we observe the gain equal
to 2.18 dB for the frequency 2.47 GHz. With
an opening angle of 3 dB corresponds to 180
° the and the main lobe angle equal to177 °,
for the frequency 5.32 GHz the value of the
equal gain of 4.45 dB, with an opening angle
of 3 dB corresponding to 47.1 ° and the back
lobe is of the order of -3.4 dB.

(a)

f=2.47 GHz.

(a)

f=2.47 GHz.

S=19 mm
S=20 mm
S=21 mm
S=22 mm
S=23 mm

Frequency [GHz]

Frequency [GHz]
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(c)
f=5.32 GHz.

(d)
f=5.32 GHz.

Figure.4: Simulated radiation patterns for Bi-
band antenna at 2.47 GHz, 5.32 GHz for E-plane

(Phi =0) and H-plane (Phi=90) .

Figure.5 shows the gain variation as a
function of the frequency of the structure. It
can be seen that the proposed antenna has a
minimum gain of 2 dB and maximum gain of
5 dB.The gain of the proposed antenna
satisfies the requirement of some Wi-
Fi/WLAN applications.We notice that the

gain is positive and increasing with the
frequency.

Figure.5: The gain as a function of frequency.

The following Table 3 shows the gain
variation as a function of the resonant
frequency of different values. The peak gain
was calculated using CST software.

Table.3 Variation of simulated antenna gain.

5. CURRENT DISTRIBUTION

Figures. (6-7-8-9) illustrates the current
distribution for f1=2.47 GHz and f2=5.32 GHz,
the electric current distribution was chosen
because it facilitated identifying the
distribution characteristics of bi-band
antenna. We can observe that the current
distribution is concentrated at the CPW feed
line and in the surface of a patch antenna
proposed. The simulated surface current
distribution at different frequencies 2.47 and
5.32 GHz as shown in Figures. (6-7-8-9).

Frequency
(GHz)

Peak Gain
(dB)

2.33 2

2.47 2.18

2.6 2.3
3 2.6
4 4

5.32 4.45

5.4 4.1

5.5 4.35

7 5

Frequency [GHz]
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Figure.6: Current distributions of the proposed
antenna at 2.47GHz.

The first resonant frequency occurs at
2.47 GHz and the maximum value of the
continuous current path is 80.1 A/m2.

Figure.7: Surface current distribution of the
proposed antenna at 2.47 GHz.

Figure.8: Current distributions of the proposed
antenna at 5.32 GHz.

The second resonant frequency occurs at
5.32 GHz and the maximum value of the
continuous current path is 181 A/m2.

Figure.9: Surface current distribution of the
proposed antenna at 5.32 GHz.

6. CONSCLUSION

The bi-band antenna with coplanar
waveguide (CPW) for operating in the
2.47GHz and 5.32 GHz bands has been
proposed and successfully designed. The
proposed antenna has several advantages,
such as small size, excellent radiation
patterns, and high gain which meets the
requirements of Wi-Fi/WLAN applications.
This antenna was designed in the CST
microwave studio software.

REFERENCES
[1] Wolff. I, "Coplanar Microwave Integrated

Circuit", John Wiley & Sons, INC,2006.

[2] Dib. N, "Comprehensive study of CAD
models of several coplanar waveguide(CPW)
discontinuities", IEE Proc Microwave
Antennas Propagation, Vol. 152,N°. 2,pp. 69-
76, April 2005.

[3] Gautam. K, Aditi Bisht, Binod Kr Kanaujia
“A wideband antenna with defected ground
plane for
WLAN/WiMAXapplications”International
Journal of Electronics and Communications
(AEÜ) ,Int. J. Electron. Commun. N°.5 ,(AEÜ)
70 (2016) 354–358,Elsevier GmbH. All rights
reserved. .

[4] Yingsong. Li,Wenhua. Yu”A Miniaturized
Triple Band Monopole Antenna for WLAN
andWiMAX Applications”Hindawi Publishing
Corporation International Journal of
Antennas and Propagation Vol. 2 ,2015,
Article ID 146780.

[5] Abri. M,Belgacem. N andBelgacem. W “New
GSM, DCS and GSM/DCS PIFA
AntennasDesigns for Wireless Networks
applications”, International Journal of
Information & Network Security (IJINS), Vol.
2, N°.4, August 2013, pp. 305-310, 2013.

309 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



[6] Abri. M,Boukli-hacene. N, Bendimerad. F. T,
Cambiaggio. E “Design of a Dual Band Ring
Printed Antennas Array” Microwave journal.,
Vol. 49, N°. 5, pp. 228-232, 2006.

[7] Freytag, "Design, Realization and
Characterization of Antennas for Base
Stations of Wireless Telecommunication
Networks", Doctoral Thesis University of
Limoges, 18 November , 2004.

[8] Abri. M., Bendimerad. F. T., Boukli-hacene.
N and Bousahla. M”Log Periodic Series-Fed
Antennas Array Design Using a Simple
Transmission Line Model‟., International
Journal of Communication Engineering Vol.
2, N°. 3, pp. 161-169, 2009.

[9] Abri. M,Abri Badaoui. H,Didouh. S and
Bahloul. S.M, ”Seven Bow-Tie Antennas
Array Design For C Band Applications‟,
congres mediterraneen des
telecommunications et exposition, 22, 23 &
24 Mars 2012, Fes, Maroc.

[10]Didouh. S,Abri. M and Bendimerad F. T
„Multilayered Bow-tie Antennas Design for
RFID and Radar Applications Using a
Simple Equivalent Transmission Line Model‟,
International Journal of Computer Networks
& Communications (IJCNC), Vol. 4, N°.3, pp.
121-131, May-June 2012.

[11]Tawk. Y,Kabalan. K,El Haj. A,Sadek. S,Al-
Husseini. M “ A Modified Bowtie Antenna
Design For Wi-Fi and WiMAX Applications”,
978-1-4244-2202 , 2008 IEEE.

[12]Wong, K.-L, W.-Y. Chen, and T.-W. Kang,
"On-board printed coupled-fed loop antenna
in close proximity to the surroung ground
plane for penta-bandWWAN mobile phone,"
IEEE Trans. Antennas Propag., Vol. 59, N°. 3,
751757, Mar. 2011.

[13]Shynu, S. V, G. Augustin, C. K. Aanandan, P.
Mohanan, and K. Vasudevan, "Design of
compact reconfigurable dual frequency
microstrip antennas using varactor diodes,"
Progress In Electromagnetics Research, Vol.
60, 197205, 197 .

[14]Azremi. A.A.H,Saidatul. N.A,Ahmad. R.B,
Soh. P.J “A Parametric Study of roadband
Planar Inverted F Antenna (PIFA) for WLAN
Application “, International Conference on
Electronic Design, December 1-3,2008,
Penang, Malaysia.

310 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



Flattened chromatic dispersion controllability in 

nonlinear liquid photonic bandgap fibers  
 

Meriem BENLACHEHEB1, Lynda BAZI-CHERBI1, and Mohamed Lamine 

FERHAT1 
1USTHB, LINS Lab, Faculty of Electronics and Computers, PO. Box 32, Bab-Ezzouar, Algiers 
 mbenlacheheb@usthb.com, cherbi_lynda@hotmail.com, 
 

 
 

 
 

ABSTRACT 

This work involves studying Hollow-core 
Photonic Bandgap Fiber with highly 
nonlinear medium to generate an ultra-
broadband signal supercontinuum in the 
near infrared region. The purpose of this 
study is to control dispersion in PBG 
photonics crystal fibers (PCFs) by choosing 
the geometry and materials of these fibers to 
minimize and flatten the dispersion. This 
work will enable nonlinear effects to be 
predominate, which will help to generate 
ultra-short signals, supercontinuum (SC) 
light, that can be applied in many fields such 
as medical imaging and WDM. The 
optimized design offers an ultra-flattened 
dispersion of 300 ps / nm.km in the 
wavelengths range [1460 nm-1665 nm]. 

 

Key Words: Fiber optics, photonic crystal, 
photonic band gap, fiber nonlinear optics, optical 
imaging. 

 
 

1. INTRODUCTION 

Hollow-core photonic Bandgap fibers (HC-
PBGFs) possess interesting guidance 
mechanism. A major characteristic imposed 
by the photonic bandgap effect is that their 
linear properties are strongly dependant of 
the wavelength, which makes them a good 
choice for investigating nonlinear effects [1]. 
Indeed, the generation of broadband 
flattened supercontinuum spectra has 
attracted much interest over the last decade 

since the advent of photonic crystal fiber 
(PCF) [2]. Taking advantage of the 
dispersive and nonlinear properties, the 
generation of new frequencies through 
supercontinuum generation in PCF has 
found many applications in source 
development, optical coherence tomography 
(OCT), optical frequency metrology, optical 
code division multiple access (CDMA) 
systems, and dense wavelength division 
multiplexing (DWDM) optical 
communication systems [3]. 

Photonic crystal fibers, with their large 
degrees of freedom which offer a variety of 
possible geometries, allow a better control of 
the dispersion curve. Several geometries 
have been obtained by exploiting many 
complicated design methods, such as varying 
the diameter of the air holes of the PCF, 
modifying the shape of the air holes, filling 
the air with liquids and many others 
methods [4]. The type of PBG-guiding fiber 
has several advantages, such as the ability 
to propagate light in a low-index core. The 
cladding microstructure can both confine 
light to wavelength-scale cores and 
substantially control chromatic dispersion 
[5]. The inclusion of the air holes allows 
lowering the refractive index locally, which 
makes it possible to confine the light within 
the waveguide. The spectral width of the 
photonic bandgaps strongly depends on the 
difference index between the media that 
make up the crystal. The larger the index 
difference, the larger the bandgap range and 
hence the larger the transmission band of 
the PCF. In addition, the fiber makes it 
possible to achieve a better non-linear 
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efficiency, for example the phase auto-
modulation generated by the Kerr effect is 
exploited in a useful way to compensate the 
chromatic dispersion of the fiber. 

The interplay between nonlinear effects, 
such as Kerr and Raman Effect and a flat 
dispersion is used for supercontinuum 
generation to broaden the bandwidth of the 
initial injected pulses [4].  

In this work we model with full- vectorial 
finite element method (V-FEM) many 
geometries of (HC-PBGFs) which the core is 
filled with water to minimize and flatten the 
chromatic dispersion in visible and near 
infrared. We show here that there is 
interesting spectral range where the 
chromatic dispersion is minimized and 
flattened and in other hand the nonlinear 
coefficient is very high; these results could 
be applied in supercontinuum generation, 
multiplexing systems, optical sources in 
biomedical imaging systems. 

 

2. DESIGN PROCEDURES OF HC-PBGF 
A triangular hexagon air-hole of 

refractive index 𝑛𝑎𝑖𝑟 = 1, included in a silica 
lattice of refractive index 𝑛𝑠𝑖𝑙𝑖𝑐𝑎 = 1.45 is 
modeled. The hollow core is formed by 7 
missing holes, which helps to reduce 
dispersion and surface modes number [5]. 
The air-holes diameter and pitch are 
changed to shape the desired dispersion 
curve. By keeping the air-filling fraction 
𝑑 Λ⁄ = 0.98 we concentrate on modifying the 
geometry parameters to reduce and flatten 
the chromatic dispersion as much as 
possible. We successfully designed this 
highly nonlinear HC-PBGF by filling the 
core with water of refractive index 𝑛𝑤𝑎𝑡𝑒𝑟 =
1.33 which is highly nonlinear. Fig. 1, shows 
the geometry of the proposed HC-PGBF with 
the air hole diameter d and pitch Ʌ.  

 

 

 

 
Full Vectorial Finite Element Method 

(FVFEM) is used to determine dispersion 
properties of fundamental mode in the  
proposed HC-PBGF with taking in 
consideration the dispersion of each material 
by using the Sellmeier equation [7]:  

 

𝑛2(𝜆) = 1 +
𝐵1𝜆2

𝜆2−𝐶1
+

𝐵2𝜆2

𝜆2−𝐶2
+

𝐵3𝜆2

𝜆2−𝐶3
          (1) 

        

To damp backscattering at the 
boundaries of simulation area, a circular 
PML is imposed inside the simulation 
domain [6]. 

 Once the electric field E(x, y) and the 
effective index neff are obtained by FEM, the 
chromatic dispersion D(λ), β2 and the 
effective area Aeff  can be obtained by the 
following equations:  

 

𝐷(𝜆) = −
𝜆

𝑐

𝑑2 𝑅𝑒[𝑛𝑒𝑓𝑓]

𝑑𝜆2 ,                          (2) 

𝛽2 = −
𝜆2

2𝜋𝑐
𝐷(𝜆) ,                              (3) 

𝐴𝑒𝑓𝑓 =
(∫ ∫ |𝐸𝑡(𝑥,𝑦)|2𝑑𝑥𝑑𝑦

∞

−∞

∞

−∞
)

2

∫ ∫ |𝐸𝑡(𝑥,𝑦)|4𝑑𝑥𝑑𝑦
∞

−∞

∞

−∞

              (4)  

 

Where Re[neff] is the real part of neff,  c is the 
velocity of light vacuum and  λ is the 
wavelength. 

After optimizing the chromatic 
dispersion of the proposed HC-PBGF, we 
calculate the nonlinear coefficient of this 
fiber using the following equation:                      

𝛾 = (
2𝜋

𝜆
) (

𝑛2

𝐴𝑒𝑓𝑓
)                               (5) 

𝛾 =
2𝜋

𝜆
[(𝜖𝑝 (𝑎𝑖𝑟) ×

𝑛2 (𝑎𝑖𝑟)

𝐴𝑒𝑓𝑓 (𝑎𝑖𝑟)
) + (𝜖𝑝 (𝑠𝑖𝑙𝑖𝑐𝑎) ×

𝑛2 (𝑠𝑖𝑙𝑖𝑐𝑎)

𝐴𝑒𝑓𝑓 (𝑠𝑖𝑙𝑖𝑐𝑎)
) + (𝜖𝑝 (𝑤𝑎𝑡𝑒𝑟) ×

𝑛2 (𝑤𝑎𝑡𝑒𝑟)

𝐴𝑒𝑓𝑓 (𝑤𝑎𝑡𝑒𝑟)
)]            (6)                                                     

 
Here, n2(air), n2(silica) and n2(water) are 

respectively the nonlinear refractive index of 
air, silica and water, and Aeff(air/silica/water) 
is the effective area of the fundamental 
mode in each media. 𝜖𝑝 (𝑎𝑖𝑟), 𝜖𝑝 (𝑠𝑖𝑙𝑖𝑐𝑎) and 

Figure.1 :  A cross-section of the modeled 7-
cell hollow-core fiber, surrounded by PML. 
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𝜖𝑝 (𝑤𝑎𝑡𝑒𝑟)are respectively the energy 
distribution of air-hole, silica and the core of 
water. The numerical value of the nonlinear 
refractive index of air, pure silica and water 
is reported to be 2.9 x 10-23 m2/W, 2.6 x 10-20 
m2/W and 2.7 x 10-20m2/W respectively [8][9]. 

 

3. SIMULATION RESULTS AND 

DISCUSSION 

In order to calculate chromatic dispersion 
of the proposed HC-PBGF, we compute first 
the mode field profile and effective index of 
fundamental mode (HE11) using the V-FEM. 
Fig 2 shows the distribution of the electric field 
of the fundamental mode HE11 of the proposed 
PCF. 

 

 

 

 

 

 

 

 

 

Figure.2 :  The fundamental mode field 
confinement HE11 of the HC-PBGF, d=11.76 𝜇𝑚 
et d/Ʌ = 0.98. 

 

Table.1 Geometrical parameters of different 
simulated PCFs  

Geometrical 
parameters  

PCF1 PCF2 PCF3 

d (𝜇𝑚) 4.361 11.76 10.8976 

Ʌ (𝜇𝑚) 4.45 12 11.12 

d/Ʌ 0.98 0.98 0.98 

 

 

 

Figure.3 :  Chromatic dispersion of the PCF1 
d=0.98 Ʌ and Ʌ=4.45 𝜇𝑚. 

 

Our subject is to minimize and flatten 
dispersion in a large band wavelength and to 
make the nonlinear effects preponderant in the 
working band. In hence, we have simulated 
several geometries by changing d and Ʌ, and 
keeping the same  air-filling fraction d/Ʌ. 
Table 1 gives the geometrical parameters of 
three simulated PCfs. 

Fig 3 shows the chromatic dispersion of 
PCF1 in a spectral range extending from 530 
nm to 670 nm. It presents very high all-
normal dispersion which is decreasing 
toward long wavelength. The small 
dispersion value reached is around -170 ps / 
nm.km. We can deduce that water is very 
dispersive at long wavelength.  

In order to reduce this value of 
dispersion we change the pitch to 12 𝜇𝑚 by 
keeping d = 0.98 Ʌ (PCF2). Note that the 
electric field is mostly confined inside the 
core of the fiber (PCF2), because we 
increased the index contrast between the 
core and the optical cladding. We distinguee 
three photonic band gaps (PBG). The first is 
extending from 1300 nm to 1396 nm, the 
second from 1419 nm to 1442 nm, the third 
from 1460 to 1665.  
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Figure.4 :  Chromatic dispersion and the GVD of 
the PCF2 d = 0.98 Ʌ and Ʌ=12 𝜇𝑚. 

 

Fig 4 shows the chromatic dispersion 
and GVD of these three transmission bands 
of PCF2. The variation of chromatic 
dispersion takes very high values in short 
wavelengths, although PBG1 has two zeros 
(ZDW) at 1336 nm and 1391 nm 
wavelengths that can be used for specific 
applications. The second PBG [1429 nm – 
1435] has one ZDW at 1436 nm, and very 
low dispersion as well as the distribution of 
the electric field of the fundamental mode 
that is less intense and tends to cancel out 
(fig 5). The third PBG, the most interesting, 
presents two ZDWs at 1500 nm and 1600 
nm. A normal dispersion regime for 
wavelengths lower than 1500 nm and higher  

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Fig. 5.  The fundamental mode field 
confinement of PCF2 at the PBG2 and its 
effective index variations. 

 

than 1600nm, and anomalous dispersion 
regime flattened around a value of 300 ps / 
nm.km in [1500nm -1600nm]. Indeed, 
although the dispersion value is around -100 
ps / nm.km in visible, while in near infrared 
it’s around 300 ps / nm.km, going towards 
the long wavelengths allowed us to flatten 
the dispersion curve obtaining two ZDWs.  

In fig 6, we arrive to the optimized HC-
PBGF (PCF3), which gives us the desired 
flattened dispersion over a larger frequency 
range. We distinguee two PBG, one extends 
from 1305 nm to 1328 nm, and the second 
more larger and interesting from 1350 nm 
1665 nm. The PCF3 presents an anomalous 
dispersion regime flattened and has the 
minimum value of dispersion reached is 33 
ps / nm.km in [1450 nm -1550 nm]. We can 
also see that this proposed fiber has two 
ZDWs at 1308 nm and 1320 nm in the first 
PBG. 

 

 

 

 

PBG2 

 
PBG3 

 
PBG1 

 

PBG1 

 

PBG2 

 
PBG3 
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Figure.6 :  Wavelength response of chromatic 
dispersion and the GVD of the PCF3 d = 0.98 Ʌ 
and Ʌ=11.12 𝜇𝑚 

 

Varying the different geometrical 
parameters of the PCFs has allowed the 
optimization of the dispersion shape as it is 
obtained with the PCF2 where the 
dispersion is more flattened than the others 
and it contains two ZDWs. 

 In the fig7 we represent the evolution 
of the nonlinear coefficient of the PCF2 filled 
with water that has a high nonlinear 
coefficient of the order of 104 W-1.km-1 and 
decreases at long wavelengths. 

 

 

 

Figure.7 :  Wavelength response of effective area 
Aeff and nonlinear coefficient of the proposed 
HC-PBGF (PCF2) at spectral ranges of [1300-
1396], [1419-1442] and [1460-1665]. 

 

4. CONCLUSION 

 
A design of Water HC-PBGF with 

flatten dispersion is presented. It has been 
shown that we can arrive to the desired 
shape of chromatic dispersion curve by 
modifying the opto-geometrical parameters 
of the PCF. We conclude that the proposed 
optimized fiber presents interesting 
applications in two spectral ranges. In the 
first spectral range extending from 1300 nm 
to 1396 nm the nonlinear effects are of the 
same order of the dispersion, where this 
fiber can be applied in soliton generation. 

 

 

 

 

PBG1 

 

PBG2 

 

PBG2 

 

PBG1 
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The second transmission band which is very 
interesting for our subject is extending from 
1460 nm to 1665 nm. This band presents a 
minimized and flattened chromatic 
dispersion at 300 ps / nm.km in a large band 
of wavelength to make the nonlinear effects 
preponderant with a value that varies 
around 5.5 x 104 W-1. km-1 which makes it a 
very good candidate for the generation of 
supercontinuum which can be applied in 
medical imaging, such as OCT.  
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Abstract-- This work deals with the control of a system of 

conversion of wind energy to the basis of a doubly fed induction 
generator (DFIG) connected to the electrical network. A control 
strategy of maximizing power (MPPT) was proposed to apply to 
the wind turbine to generate the references (torque, power), to 
carry out this study. We will use two distinct methods for the 
control of the converter side machine (CCM). The first method is 
based o the vector control direct and indirect (with and without 
power loop) and whose main purpose is the control of powers and 
the second method is based on the control (DTC) that has for 
objective the direct control of the torque, but this method and 
classic then we propose to add the algorithm of the vector 
modulation (SVM) in order to improve the obtained results.  

 
Index Terms-- Wind energy, Doubly Fed Induction Generator 

(DFIG), Direct Torque Control (DTC), Space Vector Modulation 
(SVM), Maximum Power Point Tracking (MPPT). 

I.  INTRODUCTION 

fter the 1973 oil crisis that alerted states producing fossil         
fuels and rising oil prices with increasing global energy 

requirements, the world is turning its attention to nuclear 
centers, but the risk is growing. Faced with these various 
problems, and in order to limit the use of nuclear energy (the 
use of nuclear power plants), countries are increasingly 
turning to the use of clean and renewable energy sources. 
Among these sources of renewable energy, wind energy is the 
one with the greatest energy potential. It was in 1891 that the 
Danish hen The Court built for the first time a wind turbine 
generating electricity [1-4]. 

In this context, we base ourselves on the objective of 
designing the control laws of wind turbines using the doubly 
fed induction generator (DFIG). The control strategies of these 
machines and their possible network connection interfaces 
must make it possible to capture as much energy as possible 
over the widest range of wind speed variation possible in order 
to improve the profitability of the wind power plants. We must 
know that the overall goal of this thesis is how to order a wind 
energy production system? And what are the most ideal 
strategies used on the system studied? 
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II.  GENERAL STRUCTURE OF THE STUDIED TURBINE 

The production of energy to grow over time in the face of 
increasing people in the world, because of this reason the 
world turned to renewable energy “wind systems” to meet the 
needs. 

The conversion of wind energy into electrical energy takes 
a lot of research and studies in the 21 st century, this research 
is based on the electromechanical side of the system as this 
part has been essential to produce. 

   Several studies based on the doubly fed induction 
generator. The latter was attacked by different control 
strategies to improve the wind system. We have taken these 
studies as a reference to our work.  

 
Fig. 1.  Wind system based on the DFIG 

 
The turbine captures the kinetic energy of the wind and 

converts it to a couple who is turning the rotor blades. Three 
factors determine the ratio between the energy of the wind and 
the mechanical energy recovered by the rotor: the density of 
the air, the surface area swept by the rotor and the speed of the 
wind [7]. 

The density of the air and the speed of the wind are of 
climatological parameters which are dependent on the site [3],  
[9]. 

2 31
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2w t PP R v Cρπ λ β=                                                     ( )1  

 

Direct torque control strategies combined with 
space vector modulation applied to the 

monitoring of doubly fed induction generator  
Habib Chaouki Ben Djoudi (1), Mouloud Guemana (2) and Ahmed Hafaifa (1)  

A 

317 Proceedings of IC2EM-2018ISBN: 978 9931 9548 04/$00.0 © 2018 



 2 

.t

t

R

v

ω
λ =                                                                           ( )2  

3 2. . . . ( , )1

2
t P

w

R v C
T

ρ π λ β
λ

=                                                 ( )3

( )
5

1 2 3 4 6

1
, . . . .i

C

P
i

C C C C C e Cλλ β β λ
λ

− 
= − − + 

 
                           ( )4

 
3

1 1 0.035

0.08. 1iλ λ β β
= −

+ +
                                                  ( )5  

The presentation of the asynchronous machine this made by 
the following model: 

The machine is represented by its model of Park. [5] 
The eight equations are in function of the stator flux rotor 

and, the stator currents and rotorique ET the speed according 
to the mark (d, q) [2], [3]. 

 
Fig. 2.  Representation of the model of park. 
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The powers: 

s ds ds qs qs

s qs ds ds qs

r dr dr qr qr

r qr dr dr qr

P V I V I

Q V I V I

P V I V I

Q V I V I

= +


= −
 = +
 = −

                                                              ( )8  

The electromagnetic torque: 
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III.  PROPOSED CONTROL SYSTEM 

 The objective of the order is to find the right combination of 
control switches in the control of the converter rotor rating, 
way to reconstruct the form of three sinusoidal signals. 

Either,sa ss cb
the control signals of the arms of the UPS 

[4], [5], [13].  

 
Fig. 3. Simplified diagram of the control of the converter side DFIG. 
 

The principle of MLI vector consists in projecting the 
vector of rotor voltage desired on the two vectors of adjacent 
voltage corresponding to two switching states of converter 
rotor side, the values of these projections ensuring the 
calculation of the time of the desired switching corresponds to 
two States not void of switching of the converter. If we note 
and these two time, their sum must be less than the period of 
the switching of the converter. To maintain the switching 
frequency constant, a null state of the converter CCM is 
applied during duration complementary to Т [5], [ 8]. 

 

 
Fig. 4. Schematic diagram of the DTC applied to the DFIG. 
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IV.  STRATEGY OF THE CONTROL DTC-SVM 

 
The principle in the DTC Control is the direct regulation of 

the torque of the asynchronous machine to the dual power 
supply by the application of the different vectors of the 
voltage from the inverter, which determines its state. The two 
variables monitored are the Rotor flow and the 
electromagnetic torque which are controlled by the regulators 
to Hysteresis, in a command DTC it is preferable to work with 
a frequency of calculation high in order to reduce the torque 
oscillations caused by regulators [6], [10]. 

This technique that we called DTC to the frequency of 
constant modulation DTC-SVM (space vector 
Modulation).The control DTC-SVM proposed retains the 
basic idea of the control DTC Classic and the technique of 
orientation of the Rotor flux is used. In this work, the 
switching table is replaced by two regulators PI, one for the 
torque and the other for the flow in order to generate the 
tensions of control. It was an employee. This control structure 
because it has the advantages of the vector control and the 
direct control of the torque and allows you to surpass the 
problems of the DTC Classic [11], [12]. 

 
TABLE 1 

PARAMETERS SYSTEM MECHANICAL AND ELECTRICAL SYSTEM OF WIND 

ENERGY 

System Parameters 
Turbine Number of blades: 3 

Radius R=3m 
Inertia JT =0.3126 Kg. m2 

Coefficient of Friction 
Kf=0.00681 

Nominal wind speed 
Vn=12m/s 

Multiplier 5.4m 
 

DFIG 
Us=380 V, f=50 Hz, 

n=1440tr/min 
Pn=10KW, p=2, 

Rs=1.2 Ω, Rr=1.8 Ω 
Ls=0.1554 H, Lr=0.1568 H, 

Lm=0.15 H 

Continuos bus C=4700µF,  Vdc=620v 
RL filter Rf=0.2 Ω, Lf= 11.5 mH 

Electrical network V=380V, 50Hz 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
TABLE 2 

PARAMETERS OF THE COMMAND OF A SYSTEM EOLIEN STUDIED 

Control Parameters 

Control for MPPT λopt=8.7, Cpmax=0.477 

Earnings of PI 
regulators of rotor 

currents 

Kp_c=(Lr-
((Msr^2)/Ls))/τ1; 

Ki_c=10*Rr/τ1; 
Avec τ1=10-5. 

Earnings of PI 
regulators of the powers 

Kp_p=τ1/τ2 ; 
Ki_p=1/τ1 ; 

Avecτ2=10-2. 

Control of the voltage 
of the continuous bus 

Kp_vc=0.25; 
Ki_vc=0.4; 

 

V.  RESULTING FROM SIMULATION  

 

 
Fig. 5. Principle of the sinusoidal PWM control. 

 
 

 
Fig. 6. Principles of the sinusoidal PWM control. 
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Fig. 7. Behavior of the DFIG in generator mode 

 
Fig. 8. Simulation the principle result of DTC 
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 5 

 
Fig. 9. Simulation the main results flow of the control DTC-SVM. 
 

 
 
Fig. 10. Simulation the main results torque of the control DTC-SVM. 
 

 
Fig. 11. Simulation the main results flow of the control DTC-SVM 
 

 

VI.   INTERPRETATION  

This control is very dynamic and the aerodynamic power 
by the figures (Fig.6), Obtained in a transitional regime is,  
therefore, more important. The power coefficient and the 
report of speed are adjusted to their optimal values. The results 
obtained show the best static and dynamic performance, best 
continuation of the seven-point controlled (speed) and a 
desirable response time offered by the two regulators. 

Through the simulation results illustrated by the figures 
(Fig.7), we find that all quantities of the machine at the start 
have a transitional regime oscillating with high values; they do 
stabilize that after 0.5s and present the sine-wave form. We 
note that the flows studied previously are well illustrated by 
the simulation. 

Figure (Fig.8), illustrates the responses of the system and 
show the high dynamic of the couple, one finds that the 
controller at three levels allows the control of the machine in 
the two directions of rotation. The simulation results show the 
reliability and performance of the configuration of the control 
DTC studied, but with a number of commutations higher 
which increases the losses by switching of switches. On the 
other hand, we confirm the disadvantage of the DTC by the 
presence of large oscillations of the couple and of the flow. 
This phenomenon of oscillation will decrease the life of the 
machine. 

Figure (Fig.9),(Fig.10.),(Fig.11) Represents respectively 
the temporal evolution of the electromagnetic torque, voltage 
and flows, it has allows you to say after a short transitional 
regime, the electromagnetic torque follows its reference 
generate by the MPPT block with a dynamic very fast and 
fewer harmonics by report to the DTC classic. A decrease in 
the rate of TR harmonic to pin of flow and rotor voltage issue 
by the two correctors PI to the presence of the converter CCM, 
The simulation results show the high performance of the DTC-
SVM developed by the report to the command DTC classic. 

VII.  CONCLUSION  

 
In This work we have studied the control of the wind 

system (turbine more DFIG), by two different approaches, it 
was a question in the first place of introduced the principle of 
control classic DTC as well its application on our model. The 
latter is based on a regulator to the hysteresis of 
electromagnetic torque and the Rotor flux. It can be concluded 
that the whole of the six vectors active voltage provided by the 
converter to two-levels is sufficient to ensure the stability of 
the decoupled regulation of the torque and the Rotor flux, but 
unfortunately, it presents large oscillations at the level of these 
two quantities to cause of variation of the switching 
frequency. In the face of this problem, we have attacked the 
classic DTC by a vector command SVM in the third part of 
this chapter. This method allows to reduce the oscillations of 
torque is of flows.  

This technique is known by the name DTC-SVM. A PI 
controller and a switching table are adopted to achieve this 
command. Finally according to the resulting from the 
simulation of the two approaches, it was noticed that the 
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command DTC-SVM gives more precise results compared to 
the command DTC. 
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ABSTRACT 

Ce travail s’intéresse à la commande d’un 

système d’entraînement multi-machines 

mono-convertisseur (SMMC). La commande 

découplée du système global est réalisée 

selon un modèle mathématique décrivant 

son comportement. Grâce à ce modèle, il 

devient possible de commander 

indépendamment deux types de machines 

connectées en série à savoir : la machine 

hexaphasée et la machine triphasée à 

travers leurs courants statoriques. Parmi les 

techniques de commande basées sur le 

contrôle du courant, on trouve la commande  

vectorielle qui est largement développée et 

testée sur des processus industriels de 

différentes puissances. Ainsi, la commande 

appliquée, dans ce travail, est basée sur le 

principe de la commande vectorielle 

développée pour les machines à courant 

alternatif.  

Key Words: Multiphase machines, Vector 

control,  Hexa-phase inverter.s. 

 

1. INTRODUCTION 

Les machines à courant alternatif, 

asynchrone en particulier, ont largement 

dominé le domaine des machines électriques. 

Cependant, récemment, les chercheurs 

s’intéressent aux machines ayant un nombre 

de phases supérieur à trois. Ces machines 

sont souvent appelées «machines à grand 

nombre de phases» ou «machines multi-

phasées».  Il est possible de connecter en 

série plusieurs machines alimentées par un 

seul convertisseur statique et que chaque 

machine du groupe avoir un contrôle de 

vitesse indépendant. Cependant, l’emploi des 

convertisseurs polyphasés associés aux 

machines polyphasées, génère des degrés de 

libertés additionnels. Grâce à ces derniers, 

plusieurs machines polyphasées peuvent 

être connectées en série selon une 

transposition des phases appropriées [1, 4].      

La mise en série des machines 

asynchrones polyphasées peut être une 

solution très intéressante pour certaines 

applications, telle que la traction électrique. 

Le système global est alors défini par la 

dénomination système multi-machines 

mono-convertisseur connectées en série 

(SMMC). Ce système est composé de 

plusieurs machines connectées en série selon 

une transposition des phases appropriée. 

L’ensemble est alimenté par un seul 

convertisseur via la première machine. La 

commande de chaque machine du groupe 

multi-machines doit être indépendante des 

autres [5, 8]. 

 

2. MODELISATION DU SYSTEME 

MULTIMACHINES 

Le système d’entraînement électrique est 

composé de deux machines asynchrones. Un 

moteur asynchrone hexaphasé M(1) 

symétrique dont les enroulements sont 

montés en série avec ceux d’un second 

moteur asynchrone triphasé M(2). Les deux 

moteurs sont alimentés par un seul onduleur 

de tension hexaphasé.  

La Fig. 1 présente le diagramme de 

connexion et d’alimentation des deux 

moteurs [9, 11]. Le stator de la machine 

hexaphasée est constitué de six 
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enroulements identiques et décalés d'un 

angle électrique (α = 2π/6). 

 

 

Figure.1:  Schéma de connexion en série d’une     

                machine hexaphasée  avec une machine 

triphasée. 

 

Notons qu’une simple connexion en série 

des enroulements statoriques n’aboutit pas 

au résultat désiré. Une transposition 

adéquate des phases statoriques est une 

solution à cette contrainte [12, 13]. En effet, 

les sorties de chaque deux enroulements, 

appartenant à la machine hexaphasée 

décalée d’un angle égal à π, sont connectés 

au même point et mises, par la suite, en 

série avec un enroulement de la machine 

triphasée [14, 15]. De cette façon, les 

courants traversant les enroulements de la 

machine hexaphasée vont se neutraliser aux 

points de connexions. De la même manière, 

chaque courant traversant un enroulement 

de la machine triphasée se divise par deux 

en traversant les  deux  enroulements,  de la 

machine hexaphasée, connectés  au même 

point. Ceci produira des ondes de forces 

magnétomotrices égales et en opposition  de 

phases alors la résultante sera nulle au 

niveau de l’entrefer de la machine 

hexaphasée. Par conséquent, un découplage 

naturel des deux moteurs sera possible en 

adoptant le diagramme de connexion 

présenté par la Fig. 1. 

D’après la Fig. 1, les tensions statoriques 

et rotoriques des deux machines peuvent 

s’écrire comme suit [1, 4] : 

 

  vs =

 
 
 
 
 
 
VA

VB

VC

VD

VE

VF  
 
 
 
 
 

=

 
 
 
 
 
 
𝑣𝑎𝑠1 + 𝑣𝑎𝑠2

𝑣𝑏𝑠1 + 𝑣𝑏𝑠2

𝑣𝑐𝑠1 + 𝑣𝑐𝑠2

𝑣𝑑𝑠1 + 𝑣𝑎𝑠2

𝑣𝑒𝑠1 + 𝑣𝑏𝑠2

𝑣𝑓𝑠1 + 𝑣𝑐𝑠2  
 
 
 
 
 

                  (1) 

La relation entre les courants de source et 
les courants statoriques de chaque machine 
sont donnés comme suit : 

 𝑖𝑠 =  𝐼𝐴 𝐼𝐵 𝐼𝐶      𝐼𝐷 𝐼𝐸 𝐼𝐹 
𝑇  

       =  𝑖𝑎𝑠 𝑖𝑏𝑠1 𝑖𝑐𝑠1     𝑖𝑑𝑠1 𝑖𝑒𝑠1 𝑖𝑓𝑠1 𝑇     
       =  𝑖𝑠1                                                      (2)                           

                 𝑖𝑠2 =  
𝑖𝑎𝑠2

𝑖𝑏𝑠2

𝑖𝑐𝑠2

 =  
𝐼𝐴 + 𝐼𝐷
𝐼𝐵 + 𝐼𝐸
𝐼𝐶 + 𝐼𝐹

          (3)                           

Equations électriques : 

  
 𝑣𝑠𝑘 =  𝑅𝑠𝑘 .  𝑖𝑠𝑘  +

𝑑

𝑑𝑡
 𝜑𝑠𝑘  

 0 =  𝑅𝑟𝑘  .  𝑖𝑟𝑘  +
𝑑

𝑑𝑡
 𝜑𝑟𝑘  

              (4) 

où  

       
 𝜑𝑠𝑘 =  𝐿𝑠𝑠𝑘  .  𝑖𝑠𝑘  +  𝑀𝑠𝑟𝑘  .  𝑖𝑟𝑘  

 𝜑𝑟𝑘  =  𝐿𝑟𝑟𝑘  .  𝑖𝑟𝑘  +  𝑀𝑟𝑠𝑘  .  𝑖𝑠𝑘 
      (5) 

Sachant que k = 1 pour la machine 

hexaphasée et k = 2 pour la machine 

triphasée. 

avec : 

      𝑅𝑠𝑒𝑞  =  𝑅𝑠1 +  
 𝑅𝑠2  𝑅𝑠2 

 𝑅𝑠2  𝑅𝑠2 
              

 

                 𝐿𝑠𝑒𝑞  =  𝐿𝑠1 +  
 𝐿𝑠2  𝐿𝑠2 

 𝐿𝑠2  𝐿𝑠2 
       

 
3. MODELE DU SMMC DANS LE   

    REPERE (,), (X,Y),  (O+,O-)  

Le SMMC peut être représenté par les 
sous-systèmes (,) (X,Y) (o+,o-) à l’aide de la 
transformation suivante : Xo = [T6()]-1.Xabc 
et Xdqo = [T6()]-1.Xo 

où X peut représente le courant, la tension 
ou le flux dans le SMMC. 

 𝑇6 ==
1

 3

 
 
 
 
 
 
 
 
 
 

1 cos(𝛼) cos(2𝛼) cos(3𝛼) cos(4𝛼) cos(5𝛼)

0 sin(𝛼) sin(2𝛼) sin(3𝛼) sin(4𝛼) sin(5𝛼)

1 cos(2𝛼) cos(4𝛼) cos(6𝛼) cos(8𝛼) cos(10𝛼)

0 sin(2𝛼) sin(4𝛼) sin(6𝛼) sin(8𝛼) sin(10𝛼)
1

 2

1

 2

1

 2

1

 2

1

 2

1

 2
1

 2
−

1

 2

1

 2
−

1

 2

1

 2
−

1

 2  
 
 
 
 
 
 
 
 
 

 

(6) 

     𝑇3 =  
2

3
 

1 cos(2𝛼) cos(4𝛼)
0 sin(2𝛼) sin(4𝛼)
1

 2

1

 2

1

 2

            (7) 

 

 
A 
B 
C 
D 

E 

F 

Source Machine hexaphasée M(1) 
Machine triphasée M(2) 

as2 

bs2 

cs2 

as1 
bs1 
cs1 
ds1 
es1 

fs1 

vas1 
vbs1 
vcs1 
vds1 

ves1 

vfs1 

vas2 

vbs2 

vcs2 
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 𝜌(θ) =  
 

cos(𝜃) −sin(𝜃)
−sin(𝜃) cos(𝜃)

  0 2×4

 0 4×2  𝐼 4×4

      (8) 

Alors ces modèles sont : 

 
 T6 

−1 φs,abcdef  =  φsα  φsβ  φsx  φsy  φso + φso− 
T

 T6 
−1 is,abcdef  =  isα  isβ  isx  isy  iso + iso− 

T
             

  

(9) 

      
 T6 

−1 φr =  0  0  0 T             

 T6 
−1 ir =  irα  irβ   iro +  

T
   
          

         
En appliquant la matrice de 

transformation (6) et (7) aux équations des 
flux et des tensions, le système réel 
d’équations statoriques, de dimension six, 
sera décomposé en trois sous-systèmes 
découplés de dimension deux : les systèmes  
(α, β), (x, y)  et  (0+, 0−).  

Géométriquement, les variables 

statoriques projetées sur trois "plans" 

orthogonaux. Le système global dans le 

repère   (α, β), (x, y) et (0+, 0−) est écrit : 

 

     
Vsα = Rs1isα1 + Ls1

di sα1

dt
+ M1

di rα1

dt
          

Vsβ = Rs1isβ1 + Ls1
di sβ1

dt
+ M1

di rβ1

dt
         

  (10) 

 

     

 
  
 

  
 Vsx = Rseq isx 1 +  ls1 + 2Ls2 

di sx 1

dt
+

 2M2
di rα2

dt
          

Vsy = Rseq isy 1 +  ls1 + 2Ls2 
di sy 1

dt
+

 2M2
di rβ2

dt

      (11) 

                       

      
Vso + = Rseq iso + +  ls1 + 2Ls2 

di so +

dt
  

Vso− = Rseq iso− + ls1
di so −

dt
                    

 (12) 

Equations rotoriques des tensions: 

   

 
 
 

 
 0 = 𝑅𝑟1𝑖𝑟𝛼1 + 𝐿𝑚1

𝑑𝑖𝑠𝛼1

𝑑𝑡
+ 𝐿𝑟1

𝑑𝑖𝑟𝛼 1

𝑑𝑡
+

𝜔𝑟1 𝐿𝑚1𝑖𝑠𝛽1 + 𝐿𝑟1𝑖𝑟𝛽1 

0 = 𝑅𝑟1𝑖𝑟𝛽1 + 𝐿𝑚1
𝑑𝑖𝑠𝛽 1

𝑑𝑡
+ 𝐿𝑟1

𝑑𝑖𝑟𝛽 1

𝑑𝑡
+

𝜔𝑟1 𝐿𝑚1𝑖𝑠𝛼1 + 𝐿𝑟1𝑖𝑟𝛼1 

     (13)   

 
 
 

 
 0 = 𝑅𝑟2𝑖𝑟𝛼2 +  2𝐿𝑚2

𝑑𝑖𝑠𝑥1

𝑑𝑡
+ 𝐿𝑟2

𝑑𝑖𝑟𝛼 2

𝑑𝑡
+

𝜔𝑟2  2𝐿𝑚2𝑖𝑠𝑦1 + 𝐿𝑟2𝑖𝑟𝛽2 

0 = 𝑅𝑟2𝑖𝑟𝛽2 +  2𝐿𝑚2
𝑑𝑖𝑠𝑦 1

𝑑𝑡
+ 𝐿𝑟2

𝑑𝑖𝑟𝛽 2

𝑑𝑡
−

𝜔𝑟2  2𝐿𝑚2𝑖𝑠𝑥1 + 𝐿𝑟2𝑖𝑟𝛼2 

 (14) 

avec 

  

 
 
 

 
 Ls1 = ls1 +

3

2
  Lms 1 

M1 =
3

 2
Lsr1            

Lr1 = lr1 +
3

2
  Lms 1   

 ;

 
 
 

 
 Ls2 = ls2 +

3

2
           

M2 =
3

 2
Lsr2            

Lr2 = lr2 +
3

2
  Lmr 2 

  

(15) 

 
 
 
 
 
 
𝑣𝑠𝛼
𝑣𝑠𝛽
𝑣𝑠𝑥
𝑣𝑠𝑦
𝑣𝑠𝑜+

𝑣𝑠𝑜− 
 
 
 
 
 

=  𝑇6 

 
 
 
 
 
 
𝑣𝑠𝑎1 + 𝑣𝑠𝑎2

𝑣𝑠𝑏1 + 𝑣𝑠𝑏2

𝑣𝑠𝑐1 + 𝑣𝑠𝑐2

𝑣𝑠𝑑1 + 𝑣𝑠𝑎2

𝑣𝑠𝑒1 + 𝑣𝑠𝑏2

𝑣𝑠𝑓1 + 𝑣𝑠𝑐2  
 
 
 
 
 

    

 

            =

 
 
 
 
 
 
 

𝑣𝑠𝛼
𝑣𝑠𝛽

𝑣𝑠𝑥1 +  2𝑣𝑠𝛼2

𝑣𝑠𝑦1 +  2𝑣𝑠𝛽2

𝑣𝑠𝑜+

𝑣𝑠𝑜−  
 
 
 
 
 
 

                               (16) 

 
 

 
𝑖𝑠𝛼 = 𝑖𝑠𝛼1  
𝑖𝑠𝛽 = 𝑖𝑠𝛽1 ;  

 
 

 𝑖𝑥 = 𝑖𝑠𝑥1 =
𝑖𝑠𝛼2

 2

𝑖𝑦 = 𝑖𝑠𝑦1 =
𝑖𝑠𝛽2

 2

   ;   
𝑖𝑜+ = 𝑖𝑠𝑜+1

𝑖𝑜− = 𝑖𝑠𝑜−1

  

(17) 

L’application de (18), le couple 
électromagnétique fourni par chacune de ces 
deux machines est donné par : 

 
𝑇𝑒𝑚1 = 𝑃1𝑀1 𝑖𝑟𝑑1𝑖𝑠𝑞1 − 𝑖𝑠𝑑1𝑖𝑟𝑞1        

𝑇𝑒𝑚2 =  2𝑃2𝑀2 𝑖𝑟𝑑2𝑖𝑠𝑦1 − 𝑖𝑠𝑥1𝑖𝑟𝑞2  
  (18) 

 Les équations différentielles 10, 11, 12 et 

13 montrent que les systèmes d’axes  (α, β)  

et  (x, y)  sont complètement découplés l’un 

de l’autre. Les courants d’onduleur isα et isβ   

sont couplés, seulement, aux courants 

rotoriques irα1 et irβ1   de la machine 

hexaphasée. A l’inverse, les courants 

d’onduleur  isα2 et isβ2   sont couplés, 

seulement, aux courants rotoriques irα2 et 

irβ2   de la machine triphasée.  
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Le système différentiel 10, qui fait 

intervenir les tensions d’onduleur  vsα et 

vsβ,  décrit les équations de la machine 

hexaphasée ; alors que le système 

différentiel 11, qui fait intervenir les 

tensions d’onduleur vsx et vsy,  décrit les 

équations de Concordia de la machine 

triphasée. 

 

4.  COMMANDE VECTORIELLE DE 

DEUX MACHINES ELECTRIQUES 

Seules les phases 1,3 et 5 sont utilisées 

par la deuxième machine, elles sont 

déphasées par un angle de 2/3. Cette 

machine possède alors trois phases. La Fig. 

2, représente le diagramme de connexion de 

ce système multi-machines. 

 

 

Figure. 2 : Régulation de courants et de vitesses                 

d’un SMMC commandé  par la méthode du flux 

orienté (IFOC). 

 

5. MODELE SIMPLIFIE DU SMMC  

Si le repère (d, q) est parfaitement 

orienté, on peut supposer que la composante 

rq,k = 0. Ceci simplifie le modèle du SMMC 

comme suit : 

 

 
  
 

  
 
𝑑𝜑𝑟𝛼1

𝑑𝑡
=
𝑀𝑘

𝑇𝑟1
𝑖𝑠𝛼1 −

1

𝑇𝑟1
𝜑𝑟𝛼1                      

𝑑𝜑𝑟𝛽1

𝑑𝑡
=
𝑀1

𝑇𝑟1
𝑖𝑠𝛽1 − (𝜔𝑠1 − 𝑃1𝑚1)𝜑𝑟𝛼1

𝑑𝑚1

𝑑𝑡
=
𝑃1𝑀1

𝐽1𝐿𝑟1
𝜑𝑟𝛼1𝑖𝑠𝛼1 −

1

𝐽1
𝐶𝑟1           

  

(19) 

 
  
 

  
 
𝑑𝜑𝑟𝛼2

𝑑𝑡
=  2

𝑀2

𝑇𝑟2
𝑖𝑠𝑥 −

1

𝑇𝑟1
𝜑𝑟𝛼2                      

𝑑𝜑𝑟𝛽2

𝑑𝑡
=  2

𝑀2

𝑇𝑟2
𝑖𝑠𝑦 − (𝜔𝑠2 − 𝑃2𝑚2)𝜑𝑟𝛼2

𝑑𝑚2

𝑑𝑡
=
𝑃2𝑀2

𝐽2𝐿𝑟1
𝜑𝑟𝛼2𝑖𝑠𝛼2 −

1

𝐽2
𝐶𝑟2           

  

(20) 

 

En introduisant les vitesses angulaires de 

glissement, l’équation obtenue est de la 

forme suivante : 
𝑑𝜃𝑠𝑙 ,𝑘
𝑑𝑡

= 𝜔𝑠𝑙 ,𝑘 =  𝜔𝑠,𝑘 − 𝑃𝑘𝑚 ,𝑘  

                  =
𝑀𝑘

𝑇𝑟 ,𝑘
.
𝑖𝑠𝑞 ,𝑘

𝜑𝑟𝑑 ,𝑘
                           (21) 

 

𝑖𝑠 =  
𝑖𝑠𝛽              𝑓𝑜𝑟    𝑘 = 1

 2𝑖𝑠𝑦            𝑓𝑜𝑟  𝑘 = 2
  

 
Selon cette condition, les flux et les couples 
du SMMC sont alors : 

 

       
𝜑𝑟𝛼1 =

𝑀1

1+𝑇𝑟1𝑆
𝑖𝑠𝛼1  

𝑇𝑒𝑚1 =
𝑃1𝑀1

𝐿𝑟1
𝜑𝑟𝛼1𝑖𝑠𝛽1

                           (22) 

 

              
𝜑𝑟𝛼2 =  2

𝑀2

1+𝑇𝑟2𝑆
𝑖𝑠𝑥   

𝑇𝑒𝑚2 =  2
𝑃2𝑀2

𝐿𝑟2
𝜑𝑟𝛼2𝑖𝑠𝑦

               (23) 

 

 

Figure. 3 : Représentation d’un onduleur 

hexaphasé 
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6. SIMULATION NUMERIQUE  

Les résultats de simulation sont illustrés 

dans le but de prouver le découplage du 

contrôle des deux machines du SMMC. La 

première étape est réservée à la simulation 

de démarrage à vide, suivi de l’application 

d’un couple de charge égal à 39N.m, entre 

les deux instants t=1s et t=1.5s, pour M(1) et 

un couple de charge égal à 4N.m, entre les 

deux instants t=2s et t=2.5s, pour M(2).           

     La Fig.4. illustre les réponses en vitesses, 

couples et courants statoriques. Il est clair 

que le démarrage de MAS-HP (M1) n’a pas 

un impact ni sur la vitesse de la MAS-TP 

(M2) ni sur son couple électromagnétique.         

 Le second test concerne le comportement 

vis-à-vis des changements de sens de 

rotation des deux machines. En effet, la 

Fig.5 et Fig.6  montrent les résultats 

obtenus dans le cas où la M(1) tourne à 50 

rad/s et  2 =100rad /s pour M(2) avec une 

inversion de sens de rotation à l’instant t = 

1.5s. Il est remarquable que le contrôle 

découplé ait toujours conservé, aucune 

influence sur les caractéristiques des deux 

machines n’a été constatée.  La même 

remarque est déduite lorsque la vitesse de la 

M(2) est inversé de +100rad/s à -100 rad/s 

sous une vitesse 1= 50 rad/s (M1). 

La Fig.7 montre le zoom des courants 

statoriques de  deux machines M(1) et M(2) 

pour les trois cas précédents. (A) représente  

le premier teste et  (B) deuxième teste. 

 

 

Figure. 4. Performance de la commande                  

vectorielle indirecte du SMMC                   

démarrage à vide et application une charge à 

M(1) et M(2) 
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Figure. 5 : Performance de la commande                    

vectorielle indirecte du SMMC                       

Inversion de vitesse de MAS-HP 1= - 50rd/s 

 

 
Fig. 6. Performance de la commande vectorielle 

indirecte du SMMC Inversion de vitesse de MAS-

TP 2 = - 100rd/s    

2 = - 100rd/s 

 
Figure.7 : Zoom des courants storiques de M(1) et 

M(2) pour les  testes précédant. 

 
7. CONCLUSION 

Dans ce travail, la modélisation du 

système multi-machine en vue d'une 

alimentation par convertisseur statique a été 

étudiée. De plus, plusieurs transformations 

ont été introduites afin de simplifier le 

modèle mathématique décrivant le 

comportement du système global. Le modèle 

est représenté par les sous-systèmes (,) 

(x,y) (o+,o-) à l’aide de ces  transformations. 

La dernière étape était d’élaborer la 

commande à flux orienté, en boucle fermée à 

ce système. Les résultats de simulations 

montrent clairement qu’on peut commander 

d’une façon indépendante les deux machines 

connectées en série.  

Le traitement numérique de ce système 

multi-machines nous a conclus qu’il est 

possible pour certaine application 

industrielle de forte puissance de réaliser 

des actionneurs asynchrones formés par 

plusieurs moteurs connectés en série et 

alimentés par un seul convertisseur 

statique. 

Les deux moteurs électriques entraînants 

deux charges mécaniques différentes. Cette 

configuration est très intéressante dans un 

système embarqué, en vu de la réduction du 

poids, de l’encombrement et de l’optimisation 

de la consommation de l’énergie électrique. 

Le principal avantage de ce type de 

système multi-machines réside dans sa 

commande. En disposant d’une seule carte 
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de commande, on peut commander chaque 

moteur indépendamment des autres. 
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ABSTRACT 

In this paper, we will focus on the 

development of a control strategy for a chaotic 

system. The aim of this work is to develop an 

algorithm that can drive the state of Genesio–

Tesi to track and regulate the desired state. 

The designed scheme can control the 

uncertain chaotic behaviors to a desired state 

without oscillating very fast and guarantee 

the property of an asymptotical stability. 

First, we have designed a simple sliding mode 

(SMC) surface based on sliding mode control 

technique, for developing a chaos controller 

scheme. However, the SMC does not provide 

desired performances such as the chartering 

and slow dynamic response. Therefore, in 

order to obtain a better performance, we 

developed a higher order sliding mode 

controller (HOSMC). The effectiveness of the 

proposed algorithm is verified by simulation 

results. 

Key Words: Chaotic system; Chaos control; 

Sliding mode control; Higher order sliding 

mode. 

 

1. INTRODUCTION 

The problem of chaos control attracts the 

attention of the researchers and engineers 

since the early 1990s [1] and over the last 

decades, much effort has been devoted to the 

research of chaotic systems [2]. Chaos theory 

and chaotic property have many useful 

applications in many engineering areas, such 

as secure communication, digital 

communication, power electronic devices, 

power quality, biological systems, chemical  

 

 

reaction analysis, design, and information 

processing [3][4]. Many approaches and 

techniques have been proposed for controlling 

the chaotic system such as OGY method [5], 

variable structure control [9], nonlinear 

feedback control [6], and some other methods 

[7] have been successfully applied to chaotic 

systems.  

Sliding-mode control (SMC) theory has 

made great progress in recent decades [8]. 

However, there are plenty of literature 

concerning control of the chaotic system via 

SMC [9] [10] [11]. In [12] authors 

investigated a robust adaptive PID controller 

design for a class of uncertain chaotic 

systems, which is motivated by the sliding 

mode control. In [13] based on the Lyapunov 

stability theorem, an adaptive control scheme 

is proposed for stabilizing the unstable 

periodic orbits of chaotic systems. In [14] 

adaptive synchronization of chaotic systems 

with fully unknown parameters is 

investigated. In [15] Chaos induced in 

Brushless DC Motor via current time-delayed 

feedback.  

The purpose of this work is consisted to 

design two robust controllers a sliding mode 

controller (SMC) and an improved sliding 

mode controller (higher order (HOSMC)) for 

regulating the state trajectories of a chaotic 

dynamical Genesio–Tesi system. This present 

research work is structured as follows. First, 

the mathematical model of Genesio-Tesi is 

presented in Section 2. In order to eliminate 

the chaotic phenomenon, two robust control 

are developed sliding mode control (SMC) and 

improved sliding mode (HOSMC) in Section 
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3. Simulations results are presented in 

Section 4. Finally, some concluding remarks 

and conclusions are given in Section 5 

 

2. SYSTEM DESCRIPTION 

The chaotic Genesio–Tesi system, 

proposed by Genesio and Tesi [17], is one of a 

typical example of chaos. It includes a simple 

square part and three simple ordinary 

differential equations that depend on three 

positive real parameters [18]. The 

mathematical model of Genesio–Tesi is given 

by: 

1
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dx x
dt
dx x
dt

dx cx b xax x
dt





 












 




 (1) 

Where    represents the state variables of the 

system and a, b, and c, are the positive real 

constants. The dynamical Genesio–Tesi 

system has a rich chaotic phenomenon that 

can show in Fig.1.We consider the system (1) 

is perturbed by a disturbance term   added to 

the equation. The uncertain Genesio–Tesi 

system can be written as 
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Where  1 0.1 cos 2t  ,  2 0.15 cos 3t   

 3 0.2 cos 4t  , are the disturbance term 

and  u t  is the control input. 

 

 

Figure.1: The Chaotic Trajectories of Uncertain 

Genesio–Tesi System. 

 

3.ROBUST CONTROLLER FOR 

GENESIO-TESI CHAOTIC SYSTEM 

The control objective aims to remove or 

synchronize the chaotic phenomenon. 

Therefore, in this section, two robust control 

laws are described: sliding mode control 

presented in [19] and an improved sliding 

mode control (higher order sliding mode 

control (HOSMC). 

 

Assumption 1. 

The control problem is to get the system 

to track and regulate the reference state 
refx

the control objective considered in this paper 

is that for any given target orbit 0refx  . A 

control scheme is designed, such that the 

resulting state response of tracking error 

vector satisfies  

     lim lim 0ref
n n nt t

e t x t x t
 

    

 

3.1. Sliding mode controller (SMC) 

SMC is an effective methodology for 

controlling systems with variable structures 

and provides a systematic approach to the 

problem of maintaining stability and 

consistent performance in the face of 

modeling imprecision [10–12]  

Let the dynamic errors are defined as: 

 1   2 3  Te e e e     (3) 
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The dynamical system error can be 

expressed as flow: 
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For designing the SMC, there are two basic 

steps. Firstly, we should define a sliding 

surface and secondly, we determine the 

control law [20]. In the first step, we should 

define the sliding surface. Therefore, we 

should use the general equation proposed by 

JJ Slotine [21], to determine the sliding 

surface given by 

 
1

,
nds x t e

dt



 
  
 

    (7) 

When   is a positive coefficient, n  is the 

degree relative and e  is the tracking error 

vector that shown in (4). 

 

We define the sliding surface 

 2
3 2 12e eS e       (8) 

Substituting (4) into (8) gives: 

 2
3 2 12 x xS x        (9) 

The time derivative of S  is: 

 2
3 2 12S x x x                 (10)  

Let, 0S   we can get the equivalent 

control The sliding mode controller include 

the equivalent control and switching control, 

then we have 

 equ u k sign s              (11) 

3.2. Higher order sliding mode control 

(HOSMC) 

One particular approach to the robust 

controller is the sliding mode methodology 

[15]. In this section, we develop an improved 

higher order controller based on the use of 

sliding mode approaches. This technique has 

been chosen for the following reason: for its 

disturbance rejection, and strong robustness. 

Therefore, we use this technique in order to 

remove the chaotic phenomenon. 
Let the dynamic error  

ref

n n ne x x   be as : 

1 1

2 2

3 3

 

 

ref

ref

ref

e x x

e x x

e x x

 

 

 







               (12) 

The sliding surface is selected as: 

 2
3 2 12e eS e                 (13) 

Substituting (12) into (13) gives: 

 2
3 2 12 x xS x                  (14) 

The equivalent control is given by  

2 2
1 2 3 1 3 22equ cx bx ax dx x x                (15) 

The expiration of the control scheme is 

defined as: 

 equ u k sign s                (16) 

Where  
1
ps   when p is a prime number. 

The global higher order sliding mode 

controller HOSMC is described by 

 

2
1 2 3 1

2
3 22

u cx bx ax dx

x x k sign s

   

    
            (17) 

Where k  is a positive constant  

4. SIMULATIONS RESULTS 

In this section, simulation results are 

provided to verify the effectiveness of the 

proposed control schemes. Two control low 

(sliding mode control (SMC) and higher order 

sliding mode (HOSMC)) have been developed 

and applied to Genesio-Tesi chaotic system 

with comparison study.  

It can be clearly seen from the Fig.2 that 

the state of Genesio–Tesi follow their 

reference 0refx   even in transit state in each 

case. However, we note that in SMC 

controller we have a good steady. Therefore, 

The SMC controller has good performance 

tracking without overshooting and steady 

error of zero. Nevertheless, it has a slow 

dynamic response than the improved sliding 

mode controller (higher order sliding mode 

controller (HOSMC) 
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Figure.2 System responses with the chaos 

controller (SMC) and HOSMC without 

perturbation 

To investigate the effectiveness of our 

proposed control law a perturbation 

parametric and external disturbances are 

introduced in the model of Genesio-Tesi. Fig 

3. (a), (b), and (c) indicate the time response 

of the controller under perturbation. 

Fig.3.a-c indicate the time responses of the 

states of Genesio-Tesi.  

Fig.3.a show the variation of x1 under 

perturbation parametric and external 

disturbances in both cases (Sliding mode 

(SMC)) and improved sliding mode (Higher 

order sliding mode control (HOSMC). 

In Figs., 3.b and 3.c respectively can 

demonstrate that the proposed HOSMC 

controller is more effective than the SMC. 

Fig.4 illustrates the time response of 

control input for the sliding mode control 

(SMC) and improved sliding mode control 

(higher order sliding mode (HOSMC) 

 

 

 
Figure.3 System responses with the chaos 

controller (SMC) and (HOSMC) with 

perturbation 

 
Figure.4 The time response of the controller's lows 

 

To conclude this section, it is important to 
note that the proposed higher order sliding mode 
control HOSMC is able to achieve the proposed 
control objectives and to guarantee better 
tracking performances under nominal 
conditions and in presence. 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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5.CONCLUSION 

A chaos controller algorithms based on the 

use of sliding mode controller for Genesio–

Tesi was developed. The proposed control 

scheme aims to make the states of Genesio–

Tesi to the desired states. In order to achieve 

a good performance, two robust controllers 

were developed: sliding mode and an 

improved sliding mode controller (higher 

order (HOSMC). The higher order sliding 

mode controller (HOSMC) was more 

interesting on maintaining control 

performance and equilibrium of Genesio–

Tesi. The simulation results show the 

effectiveness of the proposed schemes 
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